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CHAPTER 1

Introduction

The manipulation, confinement, and probing of ultracold single atoms and atomic ensembles is
central to quantum science and atom-based technology. Pivotal elements in these experiments, like
optical tweezers[ 1], magneto-optical traps [2], transmission measurements, and efficient fluorescence
collection, require the ability to shape optical beams. These technologies find application in various
fields like quantum optics and quantum information [3], many-body physics [4], precision metrology [5],
nanophotonics [6], and ultracold collision studies [7]. Existing experimental platforms that integrate
these tools with ultracold atoms are predominantly macroscopic, architecturally complex, reliant on
extensive calibration, and bound to tightly regulated laboratory conditions. Progress toward compact,
robust, and operationally accessible implementations will depend on systematic simplification and
further miniaturization.

Classical manufacturing of lenses based on grinding and polishing is limited in terms of scalability
and cost-effectiveness for small batch sizes. Femtosecond-laser two-photon polymerization (2PP)
lithography enables direct fabrication of customizable three-dimensional micro-optical components
with sub-micrometer features and optical-quality surfaces [8]. The technology-opening demonstration
of 2PP manufactured micro-optics appeared in 1997 [9]. Direct printing from a digital model
reduces process complexity, accelerates design—fabrication iteration, and supports integration of
freeform optical surfaces. These advantages have driven rapid expansion of the field. Successful
fabrication of early micro-optical elements was shown in 2006 [10], and the release of commercial
3D lithography systems further accelerated progress. In micro-optics, freeform elements [11],
stacked lens systems [12], and Fresnel lenses [13] have become prominent. The miniaturization
process further enables the integration with optical fibers. Additional integration of functional
microstructures on optical fiber tips shows strong potential for optical trapping [14, 15] and arbitrary
beam manipulations[16]. Such components can be realized either by direct printing on the fiber
facet [17]—when suitable alignment and fabrication infrastructure are available—or by mounting
preprinted slip-on structures [18].

The resulting assemblies are extremely compact and lightweight, advantageous where volume, mass,
and access are constrained, as in ultracold atom experiments. They add a substantial degree of flexibility
to the architecture of the experimental setups. Although the large scale and architectural complexity
of conventional ultracold atom experiments constrain their experimental flexibility, microprinted
optics offer the potential to significantly reduce system footprint and operational overhead [19]. A
key challenge is achieving optically smooth surfaces without relying on conventional manufacturing
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techniques such as grinding and polishing. The surface quality of 2PP-printed optics is determined by
various factors, including the specifics of the printing process and the properties of the employed resin,
both of which require careful optimization. Post-processing methods can further enhance surface
quality; however, these approaches often introduce additional complexity as an additional fabrication
step and may not be universally compatible with all designs or resin types.

In practice, in-situ printing on fiber facets is limited by fabrication throughput, alignment tolerances,
and fabrication process constraints. To mitigate this, the here presented work adopts a ferrule-based
slip-on architecture. This approach preserves freeform design flexibility while avoiding direct facet
printing. It simplifies assembly and alignment, supports batch fabrication, and facilitates iterative
optical and process optimization. The objective is to advance the design and fabrication of such
devices and to assess their feasibility for deployment in ultracold atom experiments. In prospective
application experiments, it is essential to deliver tightly focused laser beams with high mode quality.
Achieving this requires minimizing form deviation and maximizing surface quality of the micro-optical
lens. These requirements drive the need for precise control over the fabrication process to ensure
optimal optical performance. This work builds upon prior efforts by Berkis' and McKeever [20].

Unless stated otherwise, all uncertainty analyses in this work assume Gaussian error distributions.
Input uncertainties are assumed uncorrelated and sufficiently small to justify first-order Taylor
approximation.

Al-assisted tools were employed in this work for literature querying, language refinement, and code
generation.

! Internal documentation



CHAPTER 2

Target application and parameters

Rydberg quantum optics experiments exploit the properties of highly excited (Rydberg) states in
ultracold atoms to engineer strong, tunable photon—photon interactions, enabling phenomena such as
single-photon level nonlinearities, quantum state control of light, and tailored few-photon dynamics.
Measuring these effects with high fidelity requires a probe beam whose characteristics are tightly
controlled to ensure reproducible coupling to the atomic ensemble. In the present rubidium setup, the
probe beam interrogates the atomic cloud and its transmitted power encodes the system state.

Conventionally, this is implemented with a sequence of free-space fiber collimators, macroscopic
lenses for focusing, mirrors for beam steering, and wave plates for polarization conditioning before
and after the vacuum cell. (Fig. 2.1(a)) shows an exemplary setup by the rubidium experiment of the
Nonlinear Quantum Optics Group. This architecture is spatially extended, consuming valuable space
around the chamber, sensitive to mechanical drift and external perturbations, and lossy due to the
accumulation required optical devices.

b

to SPCMs to SPCMs

Glass cell

ass cell

Rb87 U U

3

ﬁ
o
=
o
9]

wuwog = J o=

Probe Rb87

wwos

Figure 2.1: Comparison of probe beam configurations in the ultracold rubidium experiment. (a) Conventional
setup with macroscopic lenses, mirrors, and wave plates for beam shaping and alignment. Exemplary setup by
the rubidium experiment of the Nonlinear Quantum Optics Group. (b) Proposed configuration using fiber tip
lenses inside the vacuum chamber for flexible, compact integration.

These constraints motivate replacing the bulky free-space setup with an integrated micro-optic
solution: directly fabricated fiber tip lenses positioned inside the vacuum chamber close to the
interaction region (Fig. 2.1(b)). In this configuration, the free-space propagation distance is shortened
and the component count is reduced, lowering cumulative loss. Passive mechanical stability is
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enhanced since the lenses are permanently aligned inside the glass cell and isolated from external
perturbations. Additionally, polarization maintaining fibers allow fiber-based polarization control. The
approach provides increased coupling efficiency while simplifying the overall architecture, forming
the basis for the method developed in this work.

The lenses employed in this work feature a single refractive surface with a spherical profile. To
analyze the refraction at such an interface, the ABCD matrix formalism is utilized. Here, we follow
the formalism derived from [21]. The ABCD matrix for a spherical interface between two media with
refractive indices n; and n, is given by:

A B 1 0

Minterface = Slnp—n m

C D —_ —

Rn, ny

where R is the radius of curvature.
The complex beam parameter in medium 1 is

2

. nywo 4
gy =-Li+izg . IR1 =
Ay

where L, is the distance from the waist to the interface, w | is the waist radius, and 4, is the vacuum
wavelength.
After traversing the interface, the new complex beam parameter in medium 2 is

B Ag,+B

7= Cq,+D

with A, B, C, D as above.
For free-space propagation in medium 2 over a distance d:

q(d) =q,+d

The new waist position in medium 2 is found by solving

R(qy(d)) =0
and the corresponding Rayleigh range is
iR2 = I(q,)
The new waist radius is then
AZr 2
W0,2 = 7m2 .

The target specifications were defined in collaboration with the rubidium ultracold atom experimental
team from the Nonlinear Quantum Optics group to ensure compatibility with the existing apparatus
and to meet the required performance criteria. The micro-optic is designed to provide a front focal
length of 1 mm and a % focal spot radius in the range of 3 to 5 pm at the operating wavelength of



Figure 2.2: Schematic illustration of a fiber tip lens focusing a Gaussian beam. Key beam parameters are
indicated for the focused beam behind the lens.

780nm. A scheme is provided in Fig. 2.2. The beam waist is specified to be smaller than the typical
atom cloud size, ensuring that the majority of the beam traverses the atomic ensemble. Beyond
that a high quality Gaussian beam profile as well as a M % ~ 1 beam parameter is desired to ensure
reproducible illumination.

The baseline design was modeled in Zemax (Fig. 2.3(c)), which is a raytracing software and
performs the calculations described above as well as offering build in optimization tools. The cured
IP-S polymer was assigned a refractive index n = 1.507 at 780 nm [22]. The single mode fiber was
represented with NA = 0.13 and a mode-field diameter of 5.0 pm for the fundamental L P, (Gaussian)
mode, consistent with the employed fiber [23]. After removal of the protective coating, the fiber
cladding diameter is 125 um. To restrict the solution space and avoid non-manufacturable optimization
solutions, the lens radius of curvature was fixed at 150 pm. Optimization of the total assembly
length for minimum RMS focal-plane spot size yields 615 pm. Zemax predicts a corresponding %
focal-plane waist of 4.78 pm (Fig. 2.3(a)), satisfying the target specifications and establishing the
geometric baseline. The divergence angle in this configuration is 3.01°. Ray-tracing simulations

d

615 pm : 1 mm

Figure 2.3: Zemax simulation of the baseline design for specification of design dimension and parameters. (a)
2D heatmap of the irradiance in the focal plane, showing a Gaussian intensity distribution. (b) Zoomed-in
view of the rays close to the focal plane, showing signs of spherical aberrations. (c) Schematic of the baseline
expansion tube and lens design. Variable parameters for the optimization process are written in red.

(Fig. 2.3(b)) indicate residual spherical aberration in the present spherical lens design. Although
aspheric corrections are manufacturable with the employed fabrication process, they are deferred here
to avoid added fabrication complexity at this developmental stage.






CHAPTER 3

Design, manufacturing and optimization of
the ferrule-mounted fiber lens

The development of high-performance optical components through additive manufacturing requires
careful consideration of both design parameters and fabrication constraints. Traditional manufacturing
methods for optics often limit design complexity and come with scaling limitations. In contrast, 2PP 3D
printing enables rapid prototyping and testing of complex optical geometries, allowing for systematic
investigation of design variations and manufacturing parameters. This chapter introduces one potential
application as a lens for the probing laser in ultracold atom experiments, presents the interim design
choice, and discusses the optimization procedure to achieve best optical performance. The methodology
demonstrates how digital manufacturing techniques can be leveraged to systematically explore the
design space and identify optimal solutions for specialized optical applications.

3.1 Overview of the design

In this section, the design of the ferrule-mounted fiber lens is introduced. Fig. 3.1 shows a cross-
sectional wireframe with an interactive 3D model, while Fig. 3.2 provides a technical drawing. The
assembly comprises three functional subsystems: ferrule, expansion tube, and lens. The ferrule
passively centers the fiber core on the optical axis and forms the mechanical interface to the expansion
tube. The expansion tube enlarges the emerging beam to efficiently fill the aperture of the lens. The
lens focuses the beam to the target waist. To reduce optimization complexity, development was
modularized into these subsystems and performed consecutively. Ferrule and expansion tube designs
were iteratively refined until acceptable alignment and beam expansion performance were obtained.
In contrast, the lens required a dedicated process-parameter optimization methodology; this strategy is
introduced below and initial results are reported. Additional design features and general considerations
are summarized in Sec. 3.6. For details on the fabrication and assembly process, see Sec. 4.1 and
Sec. 4.2.
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Figure 3.1: Graphical depiction of the final ferrule-mounted fiber lens design as a wire body with concealed
edges. An interactive 3D model is provided for detailed inspection.1
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Figure 3.2: Technical drawing of the ferrule-mounted fiber lens with key functional dimensions. At the bottom,
the overall assembly is shown at 1:5 scale, highlighting the ferrule taper from 170 pm to 140 pm in diameter,
as well as the ferrule and combined length of expansion-tube and lens. At the top, full sections A—A, B-B,
and C—C are shown at 1:2 scale. Section A—A through the ferrule shows the tapered shark-teeth structures that
enable passive alignment during fiber insertion. Section B-B intersects the expansion tube, indicating a radius
of 100 nm. Section C—C is a horizontal section through the center of the spherical lens with radius of curvature
R =150 pm. All dimensions are in micrometers.

! For this view Acrobat Reader or a compatible viewer is required.



////////////////////////////////////////////////////////////////////////////////
//
// (C) 2012--today, Alexander Grahn
//
// 3Dmenu.js
//
// version 20140923
//
////////////////////////////////////////////////////////////////////////////////
//
// 3D JavaScript used by media9.sty
//
// Extended functionality of the (right click) context menu of 3D annotations.
//
//  1.) Adds the following items to the 3D context menu:
//
//   * `Generate Default View'
//
//      Finds good default camera settings, returned as options for use with
//      the \includemedia command.
//
//   * `Get Current View'
//
//      Determines camera, cross section and part settings of the current view,
//      returned as `VIEW' section that can be copied into a views file of
//      additional views. The views file is inserted using the `3Dviews' option
//      of \includemedia.
//
//   * `Cross Section'
//
//      Toggle switch to add or remove a cross section into or from the current
//      view. The cross section can be moved in the x, y, z directions using x,
//      y, z and X, Y, Z keys on the keyboard, be tilted against and spun
//      around the upright Z axis using the Up/Down and Left/Right arrow keys
//      and caled using the s and S keys.
//
//  2.) Enables manipulation of position and orientation of indiviual parts and
//      groups of parts in the 3D scene. Parts which have been selected with the
//      mouse can be scaled moved around and rotated like the cross section as
//      described above. To spin the parts around their local up-axis, keep
//      Control key pressed while using the Up/Down and Left/Right arrow keys.
//
// This work may be distributed and/or modified under the
// conditions of the LaTeX Project Public License.
// 
// The latest version of this license is in
//   http://mirrors.ctan.org/macros/latex/base/lppl.txt
// 
// This work has the LPPL maintenance status `maintained'.
// 
// The Current Maintainer of this work is A. Grahn.
//
// The code borrows heavily from Bernd Gaertners `Miniball' software,
// originally written in C++, for computing the smallest enclosing ball of a
// set of points; see: http://www.inf.ethz.ch/personal/gaertner/miniball.html
//
////////////////////////////////////////////////////////////////////////////////
//host.console.show();

//constructor for doubly linked list
function List(){
  this.first_node=null;
  this.last_node=new Node(undefined);
}
List.prototype.push_back=function(x){
  var new_node=new Node(x);
  if(this.first_node==null){
    this.first_node=new_node;
    new_node.prev=null;
  }else{
    new_node.prev=this.last_node.prev;
    new_node.prev.next=new_node;
  }
  new_node.next=this.last_node;
  this.last_node.prev=new_node;
};
List.prototype.move_to_front=function(it){
  var node=it.get();
  if(node.next!=null && node.prev!=null){
    node.next.prev=node.prev;
    node.prev.next=node.next;
    node.prev=null;
    node.next=this.first_node;
    this.first_node.prev=node;
    this.first_node=node;
  }
};
List.prototype.begin=function(){
  var i=new Iterator();
  i.target=this.first_node;
  return(i);
};
List.prototype.end=function(){
  var i=new Iterator();
  i.target=this.last_node;
  return(i);
};
function Iterator(it){
  if( it!=undefined ){
    this.target=it.target;
  }else {
    this.target=null;
  }
}
Iterator.prototype.set=function(it){this.target=it.target;};
Iterator.prototype.get=function(){return(this.target);};
Iterator.prototype.deref=function(){return(this.target.data);};
Iterator.prototype.incr=function(){
  if(this.target.next!=null) this.target=this.target.next;
};
//constructor for node objects that populate the linked list
function Node(x){
  this.prev=null;
  this.next=null;
  this.data=x;
}
function sqr(r){return(r*r);}//helper function

//Miniball algorithm by B. Gaertner
function Basis(){
  this.m=0;
  this.q0=new Array(3);
  this.z=new Array(4);
  this.f=new Array(4);
  this.v=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.a=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.c=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.sqr_r=new Array(4);
  this.current_c=this.c[0];
  this.current_sqr_r=0;
  this.reset();
}
Basis.prototype.center=function(){return(this.current_c);};
Basis.prototype.size=function(){return(this.m);};
Basis.prototype.pop=function(){--this.m;};
Basis.prototype.excess=function(p){
  var e=-this.current_sqr_r;
  for(var k=0;k<3;++k){
    e+=sqr(p[k]-this.current_c[k]);
  }
  return(e);
};
Basis.prototype.reset=function(){
  this.m=0;
  for(var j=0;j<3;++j){
    this.c[0][j]=0;
  }
  this.current_c=this.c[0];
  this.current_sqr_r=-1;
};
Basis.prototype.push=function(p){
  var i, j;
  var eps=1e-32;
  if(this.m==0){
    for(i=0;i<3;++i){
      this.q0[i]=p[i];
    }
    for(i=0;i<3;++i){
      this.c[0][i]=this.q0[i];
    }
    this.sqr_r[0]=0;
  }else {
    for(i=0;i<3;++i){
      this.v[this.m][i]=p[i]-this.q0[i];
    }
    for(i=1;i<this.m;++i){
      this.a[this.m][i]=0;
      for(j=0;j<3;++j){
        this.a[this.m][i]+=this.v[i][j]*this.v[this.m][j];
      }
      this.a[this.m][i]*=(2/this.z[i]);
    }
    for(i=1;i<this.m;++i){
      for(j=0;j<3;++j){
        this.v[this.m][j]-=this.a[this.m][i]*this.v[i][j];
      }
    }
    this.z[this.m]=0;
    for(j=0;j<3;++j){
      this.z[this.m]+=sqr(this.v[this.m][j]);
    }
    this.z[this.m]*=2;
    if(this.z[this.m]<eps*this.current_sqr_r) return(false);
    var e=-this.sqr_r[this.m-1];
    for(i=0;i<3;++i){
      e+=sqr(p[i]-this.c[this.m-1][i]);
    }
    this.f[this.m]=e/this.z[this.m];
    for(i=0;i<3;++i){
      this.c[this.m][i]=this.c[this.m-1][i]+this.f[this.m]*this.v[this.m][i];
    }
    this.sqr_r[this.m]=this.sqr_r[this.m-1]+e*this.f[this.m]/2;
  }
  this.current_c=this.c[this.m];
  this.current_sqr_r=this.sqr_r[this.m];
  ++this.m;
  return(true);
};
function Miniball(){
  this.L=new List();
  this.B=new Basis();
  this.support_end=new Iterator();
}
Miniball.prototype.mtf_mb=function(it){
  var i=new Iterator(it);
  this.support_end.set(this.L.begin());
  if((this.B.size())==4) return;
  for(var k=new Iterator(this.L.begin());k.get()!=i.get();){
    var j=new Iterator(k);
    k.incr();
    if(this.B.excess(j.deref()) > 0){
      if(this.B.push(j.deref())){
        this.mtf_mb(j);
        this.B.pop();
        if(this.support_end.get()==j.get())
          this.support_end.incr();
        this.L.move_to_front(j);
      }
    }
  }
};
Miniball.prototype.check_in=function(b){
  this.L.push_back(b);
};
Miniball.prototype.build=function(){
  this.B.reset();
  this.support_end.set(this.L.begin());
  this.mtf_mb(this.L.end());
};
Miniball.prototype.center=function(){
  return(this.B.center());
};
Miniball.prototype.radius=function(){
  return(Math.sqrt(this.B.current_sqr_r));
};

//functions called by menu items
function calc3Dopts () {
  //create Miniball object
  var mb=new Miniball();
  //auxiliary vector
  var corner=new Vector3();
  //iterate over all visible mesh nodes in the scene
  for(i=0;i<scene.meshes.count;i++){
    var mesh=scene.meshes.getByIndex(i);
    if(!mesh.visible) continue;
    //local to parent transformation matrix
    var trans=mesh.transform;
    //build local to world transformation matrix by recursively
    //multiplying the parent's transf. matrix on the right
    var parent=mesh.parent;
    while(parent.transform){
      trans=trans.multiply(parent.transform);
      parent=parent.parent;
    }
    //get the bbox of the mesh (local coordinates)
    var bbox=mesh.computeBoundingBox();
    //transform the local bounding box corner coordinates to
    //world coordinates for bounding sphere determination
    //BBox.min
    corner.set(bbox.min);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //BBox.max
    corner.set(bbox.max);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //remaining six BBox corners
    corner.set(bbox.min.x, bbox.max.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
  }
  //compute the smallest enclosing bounding sphere
  mb.build();
  //
  //current camera settings
  //
  var camera=scene.cameras.getByIndex(0);
  var res=''; //initialize result string
  //aperture angle of the virtual camera (perspective projection) *or*
  //orthographic scale (orthographic projection)
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov*180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('\n3Daac=%s,', aac);
  }else{
      camera.viewPlaneSize=2.*mb.radius();
      res+=host.util.printf('\n3Dortho=%s,', 1./camera.viewPlaneSize);
  }
  //camera roll
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('\n3Droll=%s,',roll);
  //target to camera vector
  var c2c=new Vector3();
  c2c.set(camera.position);
  c2c.subtractInPlace(camera.targetPosition);
  c2c.normalize();
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('\n3Dc2c=%s %s %s,', c2c.x, c2c.y, c2c.z);
  //
  //new camera settings
  //
  //bounding sphere centre --> new camera target
  var coo=new Vector3();
  coo.set((mb.center())[0], (mb.center())[1], (mb.center())[2]);
  if(coo.length)
    res+=host.util.printf('\n3Dcoo=%s %s %s,', coo.x, coo.y, coo.z);
  //radius of orbit
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var roo=mb.radius()/ Math.sin(aac * Math.PI/ 360.);
  }else{
    //orthographic projection
    var roo=mb.radius();
  }
  res+=host.util.printf('\n3Droo=%s,', roo);
  //update camera settings in the viewer
  var currol=camera.roll;
  camera.targetPosition.set(coo);
  camera.position.set(coo.add(c2c.scale(roo)));
  camera.roll=currol;
  //determine background colour
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('\n3Dbg=%s %s %s,', rgb.r, rgb.g, rgb.b);
  //determine lighting scheme
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+=host.util.printf('\n3Dlights=%s,', curlights);
  //determine global render mode
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      currender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      currender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      currender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      currender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      currender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      currender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      currender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      currender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      currender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      currender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      currender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      currender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      currender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      currender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      currender='HiddenWireframe';break;
  }
  if(currender!='Solid')
    res+=host.util.printf('\n3Drender=%s,', currender);
  //write result string to the console
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Copy and paste the following text to the\n'+
    '%% option list of \\includemedia!\n%%' + res + '\n');
}

function get3Dview () {
  var camera=scene.cameras.getByIndex(0);
  var coo=camera.targetPosition;
  var c2c=camera.position.subtract(coo);
  var roo=c2c.length;
  c2c.normalize();
  var res='VIEW%=insert optional name here\n';
  if(!(coo.x==0 && coo.y==0 && coo.z==0))
    res+=host.util.printf('  COO=%s %s %s\n', coo.x, coo.y, coo.z);
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('  C2C=%s %s %s\n', c2c.x, c2c.y, c2c.z);
  if(roo > 1e-9)
    res+=host.util.printf('  ROO=%s\n', roo);
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('  ROLL=%s\n', roll);
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov * 180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('  AAC=%s\n', aac);
  }else{
    if(host.util.printf('%.4f', camera.viewPlaneSize)!=1)
      res+=host.util.printf('  ORTHO=%s\n', 1./camera.viewPlaneSize);
  }
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('  BGCOLOR=%s %s %s\n', rgb.r, rgb.g, rgb.b);
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+='  LIGHTS='+curlights+'\n';
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      defaultrender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      defaultrender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      defaultrender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      defaultrender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      defaultrender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      defaultrender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      defaultrender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      defaultrender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      defaultrender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      defaultrender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      defaultrender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      defaultrender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      defaultrender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      defaultrender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      defaultrender='HiddenWireframe';break;
  }
  if(defaultrender!='Solid')
    res+='  RENDERMODE='+defaultrender+'\n';

  //detect existing Clipping Plane (3D Cross Section)
  var clip=null;
  if(
    clip=scene.nodes.getByName('$$$$$$')||
    clip=scene.nodes.getByName('Clipping Plane')
  );
  for(var i=0;i<scene.nodes.count;i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd==clip||nd.name=='') continue;
    var ndUTFName='';
    for (var j=0; j<nd.name.length; j++) {
      var theUnicode = nd.name.charCodeAt(j).toString(16);
      while (theUnicode.length<4) theUnicode = '0' + theUnicode;
      ndUTFName += theUnicode;
    }
    var end=nd.name.lastIndexOf('.');
    if(end>0) var ndUserName=nd.name.substr(0,end);
    else var ndUserName=nd.name;
    respart='  PART='+ndUserName+'\n';
    respart+='    UTF16NAME='+ndUTFName+'\n';
    defaultvals=true;
    if(!nd.visible){
      respart+='    VISIBLE=false\n';
      defaultvals=false;
    }
    if(nd.opacity<1.0){
      respart+='    OPACITY='+nd.opacity+'\n';
      defaultvals=false;
    }
    if(nd.constructor.name=='Mesh'){
      currender=defaultrender;
      switch(nd.renderMode){
        case scene.RENDER_MODE_BOUNDING_BOX:
          currender='BoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
          currender='TransparentBoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
          currender='TransparentBoundingBoxOutline';break;
        case scene.RENDER_MODE_VERTICES:
          currender='Vertices';break;
        case scene.RENDER_MODE_SHADED_VERTICES:
          currender='ShadedVertices';break;
        case scene.RENDER_MODE_WIREFRAME:
          currender='Wireframe';break;
        case scene.RENDER_MODE_SHADED_WIREFRAME:
          currender='ShadedWireframe';break;
        case scene.RENDER_MODE_SOLID:
          currender='Solid';break;
        case scene.RENDER_MODE_TRANSPARENT:
          currender='Transparent';break;
        case scene.RENDER_MODE_SOLID_WIREFRAME:
          currender='SolidWireframe';break;
        case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
          currender='TransparentWireframe';break;
        case scene.RENDER_MODE_ILLUSTRATION:
          currender='Illustration';break;
        case scene.RENDER_MODE_SOLID_OUTLINE:
          currender='SolidOutline';break;
        case scene.RENDER_MODE_SHADED_ILLUSTRATION:
          currender='ShadedIllustration';break;
        case scene.RENDER_MODE_HIDDEN_WIREFRAME:
          currender='HiddenWireframe';break;
        //case scene.RENDER_MODE_DEFAULT:
        //  currender='Default';break;
      }
      if(currender!=defaultrender){
        respart+='    RENDERMODE='+currender+'\n';
        defaultvals=false;
      }
    }
    if(origtrans[nd.name]&&!nd.transform.isEqual(origtrans[nd.name])){
      var lvec=nd.transform.transformDirection(new Vector3(1,0,0));
      var uvec=nd.transform.transformDirection(new Vector3(0,1,0));
      var vvec=nd.transform.transformDirection(new Vector3(0,0,1));
      respart+='    TRANSFORM='
               +lvec.x+' '+lvec.y+' '+lvec.z+' '
               +uvec.x+' '+uvec.y+' '+uvec.z+' '
               +vvec.x+' '+vvec.y+' '+vvec.z+' '
               +nd.transform.translation.x+' '
               +nd.transform.translation.y+' '
               +nd.transform.translation.z+'\n';
      defaultvals=false;
    }
    respart+='  END\n';
    if(!defaultvals) res+=respart;
  }
  if(clip){
    var centre=clip.transform.translation;
    var normal=clip.transform.transformDirection(new Vector3(0,0,1));
    res+='  CROSSSECT\n';
    if(!(centre.x==0 && centre.y==0 && centre.z==0))
      res+=host.util.printf(
        '    CENTER=%s %s %s\n', centre.x, centre.y, centre.z);
    if(!(normal.x==1 && normal.y==0 && normal.z==0))
      res+=host.util.printf(
        '    NORMAL=%s %s %s\n', normal.x, normal.y, normal.z);
    res+=host.util.printf(
      '    VISIBLE=%s\n', clip.visible);
    res+=host.util.printf(
      '    PLANECOLOR=%s %s %s\n', clip.material.emissiveColor.r,
             clip.material.emissiveColor.g, clip.material.emissiveColor.b);
    res+=host.util.printf(
      '    OPACITY=%s\n', clip.opacity);
    res+=host.util.printf(
      '    INTERSECTIONCOLOR=%s %s %s\n',
        clip.wireframeColor.r, clip.wireframeColor.g, clip.wireframeColor.b);
    res+='  END\n';
//    for(var propt in clip){
//      console.println(propt+':'+clip[propt]);
//    }
  }
  res+='END\n';
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Add the following VIEW section to a file of\n'+
    '%% predefined views (See option "3Dviews"!).\n%%\n' +
    '%% The view may be given a name after VIEW=...\n' +
    '%% (Remove \'%\' in front of \'=\'.)\n%%');
  host.console.println(res + '\n');
}

//add items to 3D context menu
runtime.addCustomMenuItem("dfltview", "Generate Default View", "default", 0);
runtime.addCustomMenuItem("currview", "Get Current View", "default", 0);
runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);

//menu event handlers
menuEventHandler = new MenuEventHandler();
menuEventHandler.onEvent = function(e) {
  switch(e.menuItemName){
    case "dfltview": calc3Dopts(); break;
    case "currview": get3Dview(); break;
    case "csection":
      addremoveClipPlane(e.menuItemChecked);
      break;
  }
};
runtime.addEventHandler(menuEventHandler);

//global variable taking reference to currently selected node;
var target=null;
selectionEventHandler=new SelectionEventHandler();
selectionEventHandler.onEvent=function(e){
  if(e.selected&&e.node.name!=''){
    target=e.node;
  }else{
    target=null;
  }
}
runtime.addEventHandler(selectionEventHandler);

cameraEventHandler=new CameraEventHandler();
cameraEventHandler.onEvent=function(e){
  var clip=null;
  runtime.removeCustomMenuItem("csection");
  runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);
  if(clip=scene.nodes.getByName('$$$$$$')|| //predefined
    scene.nodes.getByName('Clipping Plane')){ //added via context menu
    runtime.removeCustomMenuItem("csection");
    runtime.addCustomMenuItem("csection", "Cross Section", "checked", 1);
  }
  if(clip){//plane in predefined views must be rotated by 90 deg around normal
    clip.transform.rotateAboutLineInPlace(
      Math.PI/2,clip.transform.translation,
      clip.transform.transformDirection(new Vector3(0,0,1))
    );
  }
  for(var i=0; i<rot4x4.length; i++){rot4x4[i].setIdentity()}
  target=null;
}
runtime.addEventHandler(cameraEventHandler);

var rot4x4=new Array(); //keeps track of spin and tilt axes transformations
//key event handler for scaling moving, spinning and tilting objects
keyEventHandler=new KeyEventHandler();
keyEventHandler.onEvent=function(e){
  var backtrans=new Matrix4x4();
  var trgt=null;
  if(target) {
    trgt=target;
    var backtrans=new Matrix4x4();
    var trans=trgt.transform;
    var parent=trgt.parent;
    while(parent.transform){
      //build local to world transformation matrix
      trans.multiplyInPlace(parent.transform);
      //also build world to local back-transformation matrix
      backtrans.multiplyInPlace(parent.transform.inverse.transpose);
      parent=parent.parent;
    }
    backtrans.transposeInPlace();
  }else{
    if(
      trgt=scene.nodes.getByName('$$$$$$')||
      trgt=scene.nodes.getByName('Clipping Plane')
    ) var trans=trgt.transform;
  }
  if(!trgt) return;

  var tname=trgt.name;
  if(typeof(rot4x4[tname])=='undefined') rot4x4[tname]=new Matrix4x4();
  if(target)
    var tiltAxis=rot4x4[tname].transformDirection(new Vector3(0,1,0));
  else  
    var tiltAxis=trans.transformDirection(new Vector3(0,1,0));
  var spinAxis=rot4x4[tname].transformDirection(new Vector3(0,0,1));

  //get the centre of the mesh
  if(target&&trgt.constructor.name=='Mesh'){
    var centre=trans.transformPosition(trgt.computeBoundingBox().center);
  }else{ //part group (Node3 parent node, clipping plane)
    var centre=new Vector3(trans.translation);
  }
  switch(e.characterCode){
    case 30://tilt up
      rot4x4[tname].rotateAboutLineInPlace(
          -Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(-Math.PI/900,centre,tiltAxis);
      break;
    case 31://tilt down
      rot4x4[tname].rotateAboutLineInPlace(
          Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(Math.PI/900,centre,tiltAxis);
      break;
    case 28://spin right
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            -Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 29://spin left
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 120: //x
      translateTarget(trans, new Vector3(1,0,0), e);
      break;
    case 121: //y
      translateTarget(trans, new Vector3(0,1,0), e);
      break;
    case 122: //z
      translateTarget(trans, new Vector3(0,0,1), e);
      break;
    case 88: //shift + x
      translateTarget(trans, new Vector3(-1,0,0), e);
      break;
    case 89: //shift + y
      translateTarget(trans, new Vector3(0,-1,0), e);
      break;
    case 90: //shift + z
      translateTarget(trans, new Vector3(0,0,-1), e);
      break;
    case 115: //s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1.01);
      trans.translateInPlace(centre.scale(1));
      break;
    case 83: //shift + s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1/1.01);
      trans.translateInPlace(centre.scale(1));
      break;
  }
  trans.multiplyInPlace(backtrans);
}
runtime.addEventHandler(keyEventHandler);

//translates object by amount calculated from Canvas size
function translateTarget(t, d, e){
  var cam=scene.cameras.getByIndex(0);
  if(cam.projectionType==cam.TYPE_PERSPECTIVE){
    var scale=Math.tan(cam.fov/2)
              *cam.targetPosition.subtract(cam.position).length
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }else{
    var scale=cam.viewPlaneSize/2
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }
  t.translateInPlace(d.scale(scale));
}

function addremoveClipPlane(chk) {
  var curTrans=getCurTrans();
  var clip=scene.createClippingPlane();
  if(chk){
    //add Clipping Plane and place its center either into the camera target
    //position or into the centre of the currently selected mesh node
    var centre=new Vector3();
    if(target){
      var trans=target.transform;
      var parent=target.parent;
      while(parent.transform){
        trans=trans.multiply(parent.transform);
        parent=parent.parent;
      }
      if(target.constructor.name=='Mesh'){
        var centre=trans.transformPosition(target.computeBoundingBox().center);
      }else{
        var centre=new Vector3(trans.translation);
      }
      target=null;
    }else{
      centre.set(scene.cameras.getByIndex(0).targetPosition);
    }
    clip.transform.setView(
      new Vector3(0,0,0), new Vector3(1,0,0), new Vector3(0,1,0));
    clip.transform.translateInPlace(centre);
  }else{
    if(
      scene.nodes.getByName('$$$$$$')||
      scene.nodes.getByName('Clipping Plane')
    ){
      clip.remove();clip=null;
    }
  }
  restoreTrans(curTrans);
  return clip;
}

//function to store current transformation matrix of all nodes in the scene
function getCurTrans() {
  var tA=new Array();
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd.name=='') continue;
    tA[nd.name]=new Matrix4x4(nd.transform);
  }
  return tA;
}

//function to restore transformation matrices given as arg
function restoreTrans(tA) {
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(tA[nd.name]) nd.transform.set(tA[nd.name]);
  }
}

//store original transformation matrix of all mesh nodes in the scene
var origtrans=getCurTrans();

//set initial state of "Cross Section" menu entry
cameraEventHandler.onEvent(1);

//host.console.clear();
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3.2 Ferrule design and optimization

3.2 Ferrule design and optimization

The ferrule (Fig. 3.3 highlighted in red) constitutes the mechanical and passive-alignment interface
between the fiber and the expansion-tube. It centers the fiber core on the optical axis and provides axial
retention. The total length is 700 um, while the bore tapers from 170 pm at the entrance to 140 pm
near mid-length. The enlarged entrance aperture reduces the likelihood of edge collision and wall
abrasion during insertion, while the narrower section increases lateral constraint and thus centering
precision. Further reduction of the clear bore would unacceptably raise the risk of wall abrasion
during fiber insertion. The cleaved fiber end presents sharp glass edges that can scrape the polymer,
generate debris, induce jamming, or contaminate the endface. To mitigate these risks while improving
passive centering, shark-tooth microstructures are patterned on the inner bore. Two circumferential
rows, azimuthally offset, containing four and eight concentric tooth rings respectively, provide staged
guidance. The tooth crests narrow to a minimum inner diameter of 125 pm. During insertion, the
teeth deflect elastically, imposing a uniform radial preload that increases static friction and arrests
lateral motion, thereby self-locking the fiber in a coaxial position after insertion. Compared to earlier,
shorter variants (470 pm) with fewer teeth and a larger minimum inner diameter for the teeth crests
(128 nm), the present design exhibits markedly improved centering performance. As shown in Fig. 3.4,
the initial design Fig. 3.4(a) produced a substantial decenter in the lens-plane beam spot, whereas the
optimized ferrule Fig. 3.4(b) yields good coaxial alignment.

Several openings are added to the ferrule to allow the uncured resin to flow out of the ferrule during
the development process. To suppress reflections arising from residual gaps between the fiber and
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Figure 3.3: Graphical depiction of the ferrule-mounted fiber lens design as a cross section of a wire body with
concealed edges. The ferrule is highlighted in red. An interactive 3D model is provided for detailed inspection.1

the expansion tube, we apply an index-matching gel [24] to the fiber tip prior to insertion. The gel’s

! For this view Acrobat Reader or a compatible viewer is required.
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Chapter 3 Design, manufacturing and optimization of the ferrule-mounted fiber lens

refractive index follows a Cauchy-type dispersion,
n(d) = 1.4338 + 10520 - nm*> 172, (3.1

At the operating wavelength of 780 nm this evaluates to n ~ 1.46, closely matching the printed polymer
and silica fiber core of ~ 1.507 [22] and ~ 1.46 [23] respectively. Additionally, the gel acts as a
lubricant, reducing insertion friction and increasing the achievable insertion depth prior to substrate
detachment. Sufficient insertion depth is essential for reliable detachment from the substrate and for
pre-aligning the fiber ahead of the final insertion step. For a more detailed description of the fiber
insertion process, see Sec. 4.2.
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Figure 3.4: Comparison of ferrule designs and their influence on coaxial alignment of the beam in the lens plane.
(a) Initial ferrule (length 470 jym) with fewer shark-teeth features and a larger minimum inner diameter (128 pm).
Owing to severe beam-profile distortion, no intensity fit is applied. The distortions originate from stray light
and interference within the expansion tube; see Sec. 3.3 or remaining gaps at the interface between fiber and
expansion tube. The pronounced decenter is nevertheless evident relative to the traced lens contour (black). (b)
Optimized ferrule exhibiting a well-centered beam spot. A 2D elliptical Gaussian fit is applied and its 1/ ¢’
contour overlaid (red); the fitted beam center coincides with the center of the lens contour center (black).

3.3 Expansion tube design and optimization

The expansion tube (Fig. 3.5) serves to expand the emerging beam such that the lens aperture is
optimally filled, thereby minimizing the focal spot radius. This involves a trade-off between minimizing
the focal spot radius and increasing clipping losses and reflections at the edge of the expansion tube.
Its length, measured to the apex of the lens, is 615 um, following the Zemax-optimized design. The
beam divergence inside the tube is determined by the fiber numerical aperture and the refractive index
of the printed polymer; the half-angle follows from

1
0 = arcsin(NA - —). 3.2)
n
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Figure 3.5: Graphical depiction of the ferrule-mounted fiber lens design as a cross section of a wire body with
concealed edges. The expansion tube is highlighted in red.

where 7 is the refractive index of the printed resin and N A is the numerical aperture. The numerical
aperture of the fiber is 0.13[23] and the refractive index of the printed resin is 1.507[22] yielding an
divergence angle of 4.9°. For the present geometry, the 1/ ¢* beam radius at the lens yields ~ 53.3 nm.
The finite clear aperture of the tube inevitably truncates the Gaussian beam. To suppress clipping
over the required propagation length, a larger diameter is beneficial. Because the expansion tube
is fabricated as a solid element, it dominates the assembly mass; excessive mass risks gravitational
induced deflection of the structure or supporting fiber, introducing tilt or decenter. A trade-off between
transmitted (encircled) power and mechanical stability therefore motivated increasing the tube diameter
from 125 pm to 200 jim, based on the following consideration according to the power loss.

For a Gaussian irradiance I(r) = I exp(—2r2/ wz), the relative encircled power within radius R can
be calculated as:

P(R 2R?

F(R) = ( )=1—exp -=|.
PtOt w
R 2 /w2 Iw? 2, 2
Where P(R) = 27r10/ L W (;W (1 _ 2R W )
0

7r10w2
2

and P, = Igim P(R) =

Evaluated for our final design(R,,,;,, = 100 pm) and w = 53.3 pm,

00
F:I—exp[ (533) l ~ (0.9991,

thus 99.91 % of the power is theoretically transmitted and the clipping loss is ~ 0.09 %.
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Chapter 3 Design, manufacturing and optimization of the ferrule-mounted fiber lens

For comparison, the former design (125 pm diameter tube (R,,,;,, = 62.5 nm)) leads to

62.5

2
F~1- -21—==] | = 0.936,
exp[ (53.3) l 0.936

resulting in a clipping loss of = 6.4 %.
It should be noted that the power classified as "lost" is not necessarily absorbed or dissipated, but may
instead be reflected back into the beam path, potentially giving rise to interference effects.

Even though clipping losses are minimized, to ensure no back reflections in the optical path, the
outer rim of the tube is micro-textured by a shallow thread. This causes scattering of light at the tube
edge, further enhancing the suppression of potential interference effects. Performance differences

100

Y-position / um
Y-position / um
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5
8
Intensity / arb. units
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g
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Figure 3.6: Comparison of beam profiles for initial and optimized expansion tube designs. (a) Initial tube
(diameter 125 pm, unthreaded) exhibits pronounced concentric interference fringes at the lens plane near the
aperture edge. (b) Same initial design imaged 100 pm downstream of the lens: fringes contract toward the beam
center and strongly distort the profile. (c) Optimized tube (diameter 200 pm with circumferential threading)
yields a near-Gaussian irradiance distribution at the lens plane with the interference rings suppressed. Red
contours mark the fitted 1/ ¢ intensity profile.

between the initial and optimized expansion-tube designs are assessed from the recorded beam profiles
in Fig. 3.6. The initial design (tube diameter 125 pm, unthreaded) produces pronounced concentric
interference fringes (Fig. 3.6(a)) at the lens plane near the aperture edge, which evolve into centrally
concentrated rings and severe beam distortion 100 pm beyond the lens (Fig. 3.6(b)). In contrast, the
optimized design (tube diameter 200 pm, circumferential threading) yields a near-Gaussian intensity
distribution at the lens with the interference structure suppressed (Fig. 3.6(c)).

We evaluated an alternative route in which only a thin-walled shell of the expansion tube is printed by
2PP, followed by ex-situ bulk curing of the resin confined inside the shell using ultraviolet illumination.
The motivation was to obtain a highly homogeneous polymer core, thereby suppressing print-induced
structural signatures in the propagating beam. However, the refractive index of the polymer (IP-S)
depends sensitively on the degree of conversion [25]. Ex-situ UV curing would therefore produce a
refractive index different from that achieved by 2PP, leading to a refractive-index mismatch between
the 2PP-printed shell and the UV-cured core. For this reason, this approach was not pursued.

An microscope image of the assembly with the optimized ferrule and expansion tube is shown in
Fig. 3.7. A visible laser is coupled in the fiber to allow visual inspection of the beam. The beam is
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3.4 Lens design and optimization

well centered, and the scattered-light envelope indicates that the geometric beam footprint fills the full
clear aperture of the lens. The lens in this assembly was not printed with the optimized parameter set:
the laser power was evidently too high, as indicated by the weld-like regions between the bottom plate
and the lens perimeter.

The clear visibility of the beam within the expansion tube indicates that the tube contributes to
scattering, which is particularly evident when compared to the fiber core, where the beam remains
invisible. To quantify the associated losses, a measurement was conducted in which the input power
was recorded prior to the fiber connector and compared to the output power at the lens. This approach
captures the cumulative losses from the fiber connector, the fiber itself, the expansion tube, and the
lens. The total measured loss was approximately 11 %. Given that the fiber connector alone introduces
significant attenuation, the combined losses are presently considered acceptable. Further optimization
of the expansion tube and lens should be pursued once satisfactory lens surface quality has been
achieved.

Ferrule

Figure 3.7: Microscope image of the ferrule-mounted fiber lens assembly with optimized ferrule and expansion
tube. The beam is well centered on the lens, and the geometric beam footprint fills the full clear aperture of the
lens. The lens was printed with excessive laser power, as indicated by the weld-like regions between the bottom
plate and the lens perimeter. Because the microscope field of view is limited, the image shown is a mosaic
assembled from multiple frames.

3.4 Lens design and optimization

The lens is the critical optical element of the assembly and the most demanding component to fabricate.
The design target, introduced in the Zemax analysis in Sec. 2, is a spherical surface with radius
of curvature R = 150 um. Although the geometric specification is simple, realizing the required
optical surface accuracy by 2PP remains nontrivial. For the selected IP-S resin, which exhibits a
pronounced proximity effect that promotes surface smoothness (see Sec. 4.1.2), the resulting lens
surface quality remains highly sensitive to the specific process parameters employed. After mitigation
of ferrule-induced alignment errors and suppression of interference effects in the expansion tube, the
beam reaches the lens essentially unperturbed. However, near-field beam images recorded immediately
downstream exhibit pronounced profile distortions (compare Fig. 3.18) attributable to residual form
and mid-spatial-frequency surface errors. These observations identify lens-surface optimization as the
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Chapter 3 Design, manufacturing and optimization of the ferrule-mounted fiber lens

next priority. Given the high dimensionality, ad hoc comparison of beam profiles is insufficient. A
structured, quantitative optimization framework was therefore developed.

3.4.1 Lens optimization strategy

A quantitative methodology was required to systematically evaluate the impact of individual printing
parameters on lens surface quality. Surface texture errors are commonly classified into three principal
categories, as illustrated in Fig. 3.8: (i) figure errors, which result in deviations from the intended focal
length; (i1) mid-spatial-frequency errors (waviness), typically spanning 1 to 1 x 10° mm !, which
induce beam deformations; and (iii) high-spatial-frequency errors (roughness), typically in the range
1 x 10*to1 x 10° mm ', which cause light scattering and consequently reduce the intensity at the focus.

Figure
+ &
VVVWW\
Mid-Spatial Roughness
(Waviness)

Figure 3.8: Classification of surface spatial frequency range of typical metrology equipment. This graphic is
adapted from Edmund Optics [26].

For measurement devices, there is a tradeoff between lateral resolution and field of view. While
higher spatial frequencies can be measured with higher lateral resolution, the field of view is typically
reduced and therefore larger frequencies cannot be determined with such devices. For our application,
the primary objectives are to achieve the specified focal length and a Gaussian beam profile with beam
quality factor of M 2~ 1. Consequently, figure errors and waviness errors are the most critical surface
texture deviations at this stage of the project. To quantitatively assess these error classes, a custom
scanning white-light interferometer (SWLI) was built to measure lens surface deviations, following
the classification scheme presented in Fig. 3.9 and described by [26]. Also compared to atomic force
microscopy, the SWLI provides substantially higher throughput (no sample preparation), reduced cost,
and greater operational flexibility under standard laboratory conditions. Significant roughness and
strong surface curvature are known to induce systematic measurement errors in SWLI metrology,
limiting the image field on spherical surfaces and induce reconstruction uncertainties [27]. These
limitations have been measured and respected for the specific application. The operating principles,
instrument architecture, calibration protocol, and evaluation of associated error sources are presented
in Sec. 4.4.

For our analysis, it is particularly important to distinguish between waviness and figure errors. This
is accomplished by fitting two different spherical reference surfaces to the reconstructed lens profile: (i)

14



3.4 Lens design and optimization
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Figure 3.9: Classification of surface spatial frequency range of typical metrology equipment. Relative signal
intensity decreases with increasing spatial frequency and requires more accurate measurement devices. This

graphic is adapted from Edmund Optics [26].

a sphere with the fixed design radius R = 150 pm, and (ii) a sphere with a variable radius, as illustrated
in Fig. 3.10. The variable-radius fit compensates for potential figure errors, so the residuals represent
primarily waviness. In contrast, the fixed-radius fit incorporates both figure and waviness errors; by
comparing the results of the two fits, figure errors can be isolated. If no figure error is present, the
variable-radius and fixed-radius fits converge, yielding identical results. To provide a single quantit-
ative metric, we compute the root-mean-square error (RMSE) surface deviation for both fitting methods.

Figure
— Fixed radius_of curvature
m /ﬁ%\ — Variable radius of curvature
+
Mid-Spatial
(Waviness)

Figure 3.10: Comparison of two spherical fitting methods for quantifying lens surface errors. The reconstructed
lens profile (blue) is fitted with (i) a sphere of fixed design radius (red line), and (ii) a sphere with a variable
radius (violet line).

Because the fabrication-parameter space is high-dimensional and exhibits nontrivial cross-couplings,
a large number of measurements is required to systematically explore this parameter space. Furthermore,
both fabrication and reconstruction are subject to uncertainties, necessitating statistically robust
evaluation based on a sufficiently large sample population. Assembly fabrication, manual fiber
insertion into each ferrule and individual positioning of every specimen in the SWLI are the dominant
throughput constraints. To mitigate these limitations, a high-throughput fabrication protocol was
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Chapter 3 Design, manufacturing and optimization of the ferrule-mounted fiber lens

adopted in which only the anterior sub-assembly (lens, support pillars, bottom plate, and a short
proximal section of the expansion tube) is printed. An integrated stand stabilizes the construction,
which is shown in Fig. 3.11.

The geometry of the anterior sub-assembly is maintained identical to that of the complete device in

Figure 3.11: Graphical depiction of the lens (lens + short expansion-tube section + stand) with stand as a wire
body with concealed edges.

order to eliminate design-related biases in the assessment of surface quality. The components are
arranged in a linear array along the substrate edge to facilitate rapid, sequential SWLI measurements.
Placement as close as possible to the edge is critical to ensure that the entire reflected signal from the
curved surface is captured by the interference objective. A representative microscope image of such
an edge array is presented in Fig. 3.12.

Substrate edge

Figure 3.12: Array of lenses with stand (lens + short expansion-tube section + stand) printed along the substrate
edge for high-throughput surface metrology. Edge placement ensures the full reflected signal from the curved
surface enters the interference objective, enabling rapid sequential measurements.
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3.4 Lens design and optimization

Application of the optimization strategy and introduction to core print parameters and
settings

To test the optimization strategy and isolate the print parameters that govern lens surface quality, it
was applied to a targeted subset of fundamental print parameters and settings. Their influence is
summarized below, while a detailed description of the underlying two-photon polymerization process
and a detailed description of the printing workflow and settings is provided in Sec. 4.1.

For each parameter set, two nominally identical lenses were fabricated and characterized to assess
both printer repeatability and the robustness of the surface reconstruction / RMSE evaluation. The
paired data in Figs. 3.13, 3.14, and 3.15 show deviations up to 25 % in RMSE values between nominally
identical prints, indicating that the current process reproducibility is limited. This highlights the
importance of the high throughput approach, which enables the acquisition of statistically significant
results.

This first test constitutes a preliminary, predominantly qualitative assessment of the methodology.
Because print parameters were not held strictly constant across all runs and the age of resin differs
(see Sec. 4.1.2), the results are only directly comparable within the same measurement series.

Printing laser power As discussed in Sec. 4.1, scan speed and laser power are intrinsically
coupled. Increasing the scan speed is desirable to reduce fabrication time; however, the reduced
deposited energy per unit volume must then be compensated by raising the laser power according
to Eq. 4.1. This compensation is not neutral with respect to feature fidelity: a higher laser power
enlarges the focal intensity distribution, increasing the volume enclosed by the iso—intensity surface at
the polymerization threshold [28]. Resolution is additionally limited by the pronounced proximity
effect of the IP-S resin. Excess energy deposition must be avoided because (i) overexposure degrades
the optical properties of the cured polymer—visibly manifested as a brownish, burnt appearance—and
(ii) the cumulative proximity effect can induce local swelling and weld-like defects at sharp transitions
(cf. Fig. 3.7).

To constrain the experimental parameter space, the scan speed was fixed at 50 mm s, which
provides acceptable build times, while later experiments have to be conducted to evaluate the cross
effects of laser power and scan speed. The optimization strategy of Sec. 3.4.1 was then applied to
lenses fabricated with laser powers spanning 21 to 33 % of the maximum available output (Fig. 3.13).
A clearly monotonic increase of both RMSE values with increasing laser power is observed, indicating
improved surface quality and reduced figure errors at lower exposure levels. The trend suggests that
operating below 21 % laser power would likely yield further reductions in surface error. The value
21 % was selected as it lies only slightly above the polymerization threshold for the chosen scan
speed, ensuring robust curing. Future tests at lower powers are recommended; however, only marginal
additional improvement is expected before insufficient polymerization leads to surface degradation.

Slicing and hatching distance Hatching distance refers to the lateral spacing between adjacent
scan lines, while slicing distance denotes the vertical separation between successive layers. Both
parameters must be carefully optimized: they should be small enough to prevent voids between
partially overlapping voxels, yet sufficiently large to avoid excessive dose due to the overlap with
neighboring laser pulses. The pronounced proximity effect of the IP-S resin facilitates secondary
curing of regions between neighboring voxels through accumulated exposure, thereby allowing the use
of relatively larger spacings without introducing voids. In this experiment, the hatching distance was
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Figure 3.13: Surface error (RMSE) versus laser power for lenses printed at a fixed scan speed of 50 mm sl

Each power setting was fabricated twice; paired markers demonstrate print and reconstruction reproducibility.
Two metrics are shown: RMSE of a spherical fit with variable radius (surface quality) and RMSE of a spherical
fit with fixed design radius R = 150 pm (shape adherence). Higher laser power monotonically increases both
errors; 21 % (just above the polymerization threshold) yields the best surface quality and design conformity.

maintained at 0.1 pm. To evaluate the influence of the slicing distance, the established optimization
procedure was applied using representative values of 0.1 and 0.2 um. As illustrated in Fig. 3.14,
reducing the slicing distance to 0.1 nm consistently lowers the RMSE for both variable-radius and
fixed-radius spherical fits across the tested laser-power range, indicating enhanced surface smoothness
and improved conformity to the nominal design curvature.
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Figure 3.14: Surface error (RMSE) versus slicing distances (0.1 pm and 0.2 pm) for three laser powers. Both
the variable-radius and fixed-radius spherical fits are shown. Reducing the slicing distance to 0.1 pm lowers
both RMSE across the tested powers, indicating lower waviness and closer adherence to the target figure.
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3.4 Lens design and optimization

Contour lines Contour lines used in combination with the Perfect Shape setting are, in principle,
a promising strategy for fabricating optical surfaces and are explicitly promoted for micro-optics
production [29]. For further details see Section 4.1.2. Lenses with 0, 1, 4, and 6 contour lines
were fabricated and their surface quality compared to lenses printed without contour lines using
the optimization workflow. The corresponding RMSE results are shown in Fig. 3.15. Contrary to
expectations, introducing contour lines cause a monotonic increase in the RMSE value for both
variable and fixed surface fit. A representative reconstructed surface for a lens printed with 6 contour
lines is presented in Fig. 3.16. The reconstruction indicates partial collapse or inward deformation of
regions of the lens, accompanied by a camel-hump-like elevation near the center. The underlying
cause of this defect is not yet established. The NanoGuide documentation notes that the scan speed of
contour trajectories must be adapted to local curvature because the galvanometer mirrors have finite
acceleration; overly high speeds on tight circular paths can introduce surface inhomogeneities [29]. In
the present case this should intrinsically be mitigated by the Perfect Shape routine, which dynamically
adjusts scan speed while compensating deposited dose via laser-power modulation [30]. One plausible
explanation is the enforced print order: although DeScribe allows choosing the relative sequencing of
core hatching and contour exposure, the individual contour loops themselves are always written from
the outside inward when using the standard import tool. The outermost contour(s)—particularly on
the lower hemisphere of the lens—have minimal previously cured support and may deform or slump
before the inner contours and interior hatch are deposited.
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Figure 3.15: Surface error (RMSE) versus number of contour lines (0, 1,4,6). Both metrics are shown:
variable-radius spherical fit (surface quality) and fixed-radius fit (R = 150 pm, design conformity). RMSE
increases monotonically with added contour lines, indicating degraded surface quality and poorer adherence to
the target curvature, contrary to the expected improvement. Paired markers denote duplicate prints and show
good reproducibility of fabrication and measurement.

Given that this procedure is explicitly recommended by Nanoscribe for fabricating optical surfaces,
a systematic evaluation in future experiments is strongly warranted, ideally in collaboration with
Nanoscribe.

19



Chapter 3 Design, manufacturing and optimization of the ferrule-mounted fiber lens

Figure 3.16: Reconstructed surface of a lens printed with 6 contour lines (Perfect Shape enabled). Pronounced
form errors are visible: inward deformation of peripheral regions and a central camel-hump elevation, yielding
a strongly increased RMSE for both fixed and variable spherical fits. The deformation supports the hypothesis
that the current contour exposure sequence (outside—in) induces partial slump before interior hatching cures and
stabilizes the structure. (a) 3D surface reconstruction with a spherical fit (fixed radius) to the surface (red mesh).
(b) Surface deviation from the spherical fit. (c) Cross sections through the surface reconstruction (blue points)
and a projection of the global spherical fit (orange line). An interactive 3D model is provided for detailed
inspection.1 The z- axis is upscaled by a factor of 10 for better visibility. Artifacts are manually removed from
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3.5 Printing optimized assemblies

3.5 Printing optimized assemblies

Although lens optimization remains in its early stages, we present and analyze results obtained using
the currently best-performing set of print parameters, and compare these to the predictions of the
Zemax simulations. The objective is to introduce the measurement methodology and document the
present status of the process. To assess and validate both the developed lens optimization strategy and
the suitability of the RMSE surface-error metric for this specific application, three assemblies were
fabricated at the lowest laser power that ensured reliable polymerization (21 %, corresponding to the
minimum RMSE), and three at a higher laser power (33 %, corresponding to the maximum RMSE).
While RMSE is a widely accepted metric for optical surface quality [31, 32], its applicability to this
particular additively manufactured microlens geometry is explicitly verified in the following.

Using the current best-performing parameter set for the full assembly would require about 30 h of
fabrication per device, which is impractical and would severely constrain manufacturing throughput.
To enable systematic variation of exposure parameters, the lens was therefore decoupled from the
remainder of the structure and fabricated separately with individualized parameter sets. Because
DeScribe does not permit assigning distinct process parameters to sub-regions of a single imported
part, separate STL files (lens and remaining components) were imported and then spatially adjusted
to form the composite assembly. The back part containing the ferrule and the rest of the expansion
tube is printed with coarser hatching and slicing distances of 0.2 pm and 0.4 pm, while laser power is
again adjusted to be just above the polymerization threshold which is 41 % for the writing speed and
resin used for this print. This reduces the manufacturing time of the entire assembly to about 6 h. The
tested lens part is produced with the until now best known print parameters:

* Scan Speed: 50 mm s !
» Hatching Distance: 0.1 pm

* Slicing Distance: 0.1 pm

* Laser Power: 21 % (and 33 % for comparison)

e No Contour Lines

* Woodpile ordering
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Chapter 3 Design, manufacturing and optimization of the ferrule-mounted fiber lens

3.5.1 Optical performance evaluation and comparison to simulations

First, we present a detailed analysis of a representative assembly fabricated at a laser power of 21 %o,
representing the to date best known print parameter set. Beam characterization was performed with a
custom-built beam profiler; its design, calibration, and operation are described in Sec. 4.3. The focal
length was determined from the axial separation between the beam’s smallest width and the physical
lens vertex, the latter identified by sharply focusing the microscope on the lens surface. The beam
cross section on the lens is shown in Fig. 3.17(a) together with the 1/ e’ intensity radius fit (red) and
the traced contour line of the lens (black). The assembly is illuminated with a flashlight from above to
make the lens visible through the scattered light. The center of both circles coincide and are marked
with a black cross. The beam is perfectly spherical with a semi-major and minor axis of 46.33 pm.
This result differs slightly from the expected beam radius on the lens of 53.3 jum as calculated in Sec.
3.3. This discrepancy can be attributed to fitting uncertainties, likely exacerbated by stray illumination
from the auxiliary flashlight and by the slight inward deformation of the printed lens surface that
pre-focuses the peripheral beam regions at the lens vertex. The measured focus length is 0.99 mm
which deviates by only 1 % away from the target specification of 1 mm.
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Figure 3.17: (a) Beam profile at the lens for an assembly printed with the optimized lens parameters (laser
power 21 %). The red circle marks the fitted 1/ e? intensity radius (w = 46.3 pm, identical for x and y); the
black contour traces the lens edge; their coincident centers (black cross) indicate good coaxial alignment. (b)
Measured beam radii versus axial position obtained from elliptical 2D Gaussian fits (projected onto the fixed x
and y axis) together with the fitted beam ellipticity. The width is measured over 1 mm in steps of 10 um. The
waist evolution is fitted using the Gaussian propagation model of Eq. 4.8. The reduced fit quality arises from
pronounced asymmetry of the beam on either side of the focus.

The beam-waist evolution was recorded over an axial range of 1 mm in 10 pm increments with the
nominal focus located near the center of the scan (Fig. 3.17(b)). The data was fitted with the Gaussian
propagation model of Eq. 4.8. Pronounced divergence asymmetry of the width about the focus
degrades the quality of the fits and inflates the extracted parameter uncertainties. The fitted 1/ * waist
radii are (5.50 + 0.26) pm and (5.60 £ 0.23) um for the x and y axis respectively, with corresponding

! For this view Acrobat Reader or a compatible viewer is required.
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far-field divergence half-angles of 3.5° and 3.3°. These values are in reasonable agreement with the
Zemax predictions of a 4.78 pm waist and 3.01° divergence. Further refinement of the lens surface is
expected to reduce this asymmetry and improve fit fidelity.

The transverse irradiance profiles (Fig. 3.18) show pronounced deviations from the fundamental
mode between the lens surface and the focal region (Fig. 3.18(a)). These deviations largely disappear
in and past the waist as the field relaxes toward a near-Gaussian distribution (see 3.18(b) and (c)).
An analogous axial evolution has been described for spherical-aberration—dominated propagation
[33], where an initially Gaussian beam acquires a halo approaching focus. In the present case the
sequence is effectively reversed: a halo-like near field collapses into a cleaner Gaussian beyond the
waist, consistent with residual spherical-aberration—induced phase errors imposed by the lens surface.

These distortions are consistently observed across all samples and, given their appearance immedi-
ately downstream of the lens, are most plausibly attributed to residual mid-spatial-frequency (MSF)
surface texture of the printed lens surface. Analogous effects have been documented in the fabrication
of aspheric and freeform optics, where radially symmetric MSF errors similarly induce beam profile
perturbations [34]. In those cases, the reported waviness patterns exhibit height amplitudes of
approximately 200 nm, which is almost an order of magnitude greater than those observed in the
present work.
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Figure 3.18: Transverse beam profiles recorded upstream (a), in focus (b), and downstream the focus of the
beam waist (c). Measured positions are 250 um apart. Each profile is fitted with a 2D Gaussian from which
the 1/ ¢ intensity contours are overlaid (red). Pronounced non-Gaussian halo/ring structures present upstream
disappear downstream, consistent with residual spherical-aberration—-induced phase errors originating from
mid-spatial-frequency (MSF) waviness of the printed lens surface (cf. Fig. 3.19). An increased beam width can
be observed upstream of the focus due to beam deformations compared to the beam width in the same distance
to the focus downstream.

Surface metrology of lenses fabricated with the above parameter set (Fig. 3.19(a)) confirms the
radially symmetric waviness inferred from the beam-profile distortions. The residual height map
relative to the fitted sphere with variable radius (Fig. 3.19(b)) exhibits concentric, nearly azimuthal
invariant rings. Radial cross-sections overlaid with the projected fitted spherical profile (Fig. 3.19(c)),
particularly the 0° section, further highlight the periodic mid-spatial-frequency waves. A horizontal
cross section through the lens surface deviations from the spherical fit are provided in Fig. 3.20. There
is a recognizable waviness pattern with peak-to-valley amplitudes of ~ 40 nm and a spatial frequency
of*2to5 pm_l. The low amplitude of the waviness in comparison to the used wavelength of 780 nm
demands further investigation on their influence on observed beam deformations. The spherical fit
with a variable radius parameter yields R = 151.2 pm, indicating good agreement with the design
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target of 150 pm.
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Figure 3.19: 3D surface reconstruction of a representative printed lens (optimized parameters, no contour
lines). (a) Reconstructed surface with best-fit sphere (fixed design radius R = 150 pum) overlaid (red mesh).
(b) Height residuals after subtraction of the fixed-radius sphere showing concentric mid-spatial-frequency
rings (peak—valley ~ 40 nm) that cause the observed near-field beam distortions (see Fig. 3.18). (c) Radial
cross-sections (blue) with projected global fixed-radius spherical profile (orange). Variable-radius fit (not
shown) yields R = 151.2 um. An interactive 3D model is provided for detailed inspection.1 The z-axis is
upscaled by a factor of 10 for better visibility.
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3.5 Printing optimized assemblies
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Figure 3.20: Horizontal cross section through the lens surface deviations from the variable radius spherical fit
(Fig. 3.19(b)). The pronounced mid-spatial-frequency modulations are clearly visible.

The close agreement between the fitted and nominal radii accounts for the focal length lying within
a small deviation of the design specification.

3.5.2 Validating lens surface optimization strategy and RMSE metrics

In this section, we assess the validity of the RMSE-based lens surface optimization strategy by
investigating its relationship to key optical performance metrics. Specifically, we examine the
correlation between the RMSE metrics, the beam quality factor M 2, and the focal length of printed
lenses. Representative beam waist evolution curves for 21 % laser power Fig. 3.21(a) and 33 % laser
power Fig. 3.21(b) are presented. As previously discussed, pronounced asymmetry in the waist
evolution leads to imperfect fits of the beam waist. The extracted beam quality factors exhibit only
minor variations: for 21 % laser power, M)Z( = 1.0826, M)zz = 1.1056, and combined M 2= 1.0941;
for 33 % laser power, My = 1.0769, M = 1.0801, and combined M? = 1.0785. Within the current
measurement uncertainty, these differences are not statistically significant, and no systematic trend
with laser power is observed (Fig. 3.22(a)).

The focal length data (Fig. 3.22(b)) show a clear dependence on the lens printing laser power.
Lenses printed at 21 % laser power yield a mean focal length of (0.99 + 0.02) mm, i.e. a deviation
of only 1.0 % from the design target of 1 mm. In contrast, lenses printed at 33 % laser power exhibit
a mean focal length of (0.92 + 0.06) mm, corresponding to a larger deviation of about 8 %. The
non-overlap of the mean values within one standard deviation indicates a systematic shift associated
with the higher laser power. This supports the interpretation that the lower RMSE obtained from
the fixed-radius sphere fit at 21 % laser power reflects improved adherence to the intended radius of
curvature, which in turn produces a focal length close to specification.

Overall, the observed correlation between focal-length accuracy and the RMSE metric indicates that
the implemented optimization strategy is an effective means to refine the lens surface. However, the
observed beam-profile distortions which could be traced back to the MSF surface texture of the lens,
have so far prevented further correlation analysis with the M 2 value, requiring further investigation.
Once MSF surface defects are mitigated and the near-field deformations suppressed, the correlation
between variable fit RMSE and M? should be re-examined.

! For this view Acrobat Reader or a compatible viewer is required.
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Figure 3.21: Measured beam radii versus axial position for lenses printed at two laser powers. Radii are
obtained from elliptical 2D Gaussian fits (projected onto fixed x and y axis). Sampling spans 500 jim in 40 pm
steps. The waist evolution in each axis is fitted with the Gaussian propagation model of Eq. 4.8. (a) 21 %
laser power (low RMSE). (b) 33 % (high RMSE). Axial asymmetry for both laser powers arise from residual
mid-spatial-frequency surface phase errors (see Fig. 3.18).

3.6 General comments on the design

Bottom plate A bottom plate is integrated to provide reliable adhesion of the print to the glass
substrate during printing and development. Optimal adhesion is a tradeoff that must be tuned: it
should be sufficiently strong to prevent delamination during development, yet weak enough to allow
controlled release of the structure when the fiber is inserted and gentle force is applied. This balance
is achieved by hollowing the bottom plate, while lateral slits are incorporated to promote drainage of
uncured resin during development. The Nanoscribe import software, DeScribe, permits defining a
dedicated Base region with independent print parameters; this enables a stable parameter set for the
bottom plate that is decoupled from the parameters for the rest of the print.

Pillars / alignment flange For the final insertion of the fiber in the ferrule, the retention of the
alignment is crucial while still protecting the lens from touching the stop, which the assembly is
pushed against. Small pillars are integrated at the end of the expansion tube. These pillars function as
mechanical standoffs and as an alignment flange: the assembly can be pressed against a flat reference
surface, since the pillar faces are printed perpendicular to the optical axis. As portions of the pillars
are intersected by the expanded beam, they can introduce stray light; consequently, their footprint and
height are minimized while maintaining sufficient stiffness to avoid bending during insertion, which
would otherwise induce tilt or decenter.

Ramp During fiber insertion, the fiber must be pre-aligned with the ferrule bore. If the fiber is
pressed against the ferrule edge, there is a substantial risk of damaging the ferrule or causing premature
detachment of the assembly from the substrate. Achieving the correct vertical alignment is particularly
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Figure 3.22: Beam-quality factor M 2 ((a)) and focal length ((b)) for lenses printed at 21 % (low RMSE) and
33 % (high RMSE) laser power. No statistically significant trend of M % with laser power is resolved; robust
extraction of M? s impeded by pronounced near-field beam distortions (see Fig. 3.18). In contrast, the focal
length shows a clear dependence: lenses printed at 21 % lie much closer to the design target of 1 mm than
those printed at 33 %. This agrees with the lower fixed-radius RMSE at 21 %, indicating a correlation between
reduced surface form error and focal-length accuracy. Each data point represents a single lens; focal-length
uncertainties are smaller than the symbol size. Measurement points for each laser power are slightly shifted on
the x-axis for better visibility.

challenging when image sharpness is the only height cue. To mitigate these risks, we added a small
ramp in front of the ferrule that passively guides the fiber into the bore. The ramp is printed as a
separate feature and remains on the substrate after the assembly has been broken off, thus not affecting
the final device.

Orientation of the print The orientation of the print on the substrate is a primary design
consideration. Prior work by McKeever[20] employed a vertical build to align the major axis of the
elliptical voxel with the optical axis. However, it showed to be disadvantageous because the lens
surface must contact the substrate during fabrication, which introduces defects upon release. Rotating
the complete assembly by 180° would avoid lens-substrate contact but would require detaching and
fixation of the assembly before fiber insertion, complicating handling and alignment. Following
former work of our group !, we therefore adopt a horizontal orientation with the optical axis parallel

! Internal documentation
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Chapter 3 Design, manufacturing and optimization of the ferrule-mounted fiber lens

to the substrate. This prevents lens-substrate contact and agrees with observations by Tenbrake” that
surfaces printed with the voxel major axis parallel to the surface exhibit reduced roughness.

3.7 Future manufacturing strategies

Although priority should remain on the strategy outlined, several additional exploratory concepts
could be investigated in future studies if justified.

Different resin and objective for the 2PP process IP-S resin was selected for its pronounced
proximity effect, which is expected to promote smooth optical surfaces. However, comparative
experiments with resins exhibiting lower proximity effects and higher intrinsic resolution (e.g., IP-Dip,
IP-L, IP-G) could be performed to quantitatively verify the suspected advantage of the high proximity
effect. The slicing-distance study already indicated that reducing the discretization scale improves
surface quality; further refinement could be achieved using the Small Feature workflow provided
by Nanoscribe [35]. This would require replacing the 25x, NA 0.8 objective with the 63x, NA 1.4
objective and adopting a high-resolution resin (IP-Dip, IP-L, or IP-G). A principal drawback is the
substantially increased fabrication time, as the expansion tube and ferrule would likewise need to be
fabricated using the finer parameter set.

Post-processing of the lens The desired approach is to print a lens whose surface meets
specification as this is the most reproducible method. This also allows quick and flexible adjustments
to the produced lens shape. If, despite further refinement, the achieved surface quality remains
inadequate, post-processing could be considered. Laser-induced sub-millisecond thermal reflow has
been shown to smooth patterned polymer surfaces by transiently melting the outermost layer and
allowing surface-tension—driven relaxation [36]. This method, however, requires an acrylate-based,
extreme-ultraviolet (EUV) sensitive resin [29], a condition not satisfied by IP-S. An additional
post-processing approach would be oxygen-plasma ashing to gently etch the surface in an attempt to
reduce roughness and waviness. However, the effect on the global lens figure (e.g., radius of curvature
and potential form errors) is uncertain and may compromise dimensional fidelity.

Compensation of shrinkage and other systematic errors Although initial improvements
to lens surface quality and figure should prioritize optimization of print parameters, settings, and
overall strategy, certain systematic errors may persist. For example, as described in Sec. 4.1.2, the
IP-S resin exhibits intrinsic volumetric shrinkage of 2 to 12 % upon polymerization [22], which can
induce systematic deviations from the target geometry. An established approach to mitigate such
effects is the iterative compensation methodology reported by Siegle et al. [17]. In this procedure,
the surface deviation between the manufactured and nominal shape is measured, the CAD model is
modified locally to pre-compensate these errors, and the adjusted design is reprinted. After a small
number of iterations, the realized surface converges toward the intended form.

2 Internal communication
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CHAPTER 4

Manufacturing und characterization setups

This chapter presents the experimental setups employed in our research. Each configuration is
optimized for specific experimental requirements and measurement objectives, ensuring accurate data
acquisition for subsequent analysis. From the outset, a high degree of automation in the characterization
setups and scalability of the fabrication and characterization workflows was identified as critical for
maximizing throughput. This allows expanding the searchable design space and enabling statistically
robust results -especially for lens optimization- in future work based on this.

4.1 3D microprinting with Nanoscribe

The main objective of this work is the fabrication of micro-optical elements using 3D direct laser
writing (DLW) with a Nanoscribe Photonic Professional GT+ system. The commercially available
platform enables high-resolution additive microfabrication. This chapter provides a concise overview
of the relevant principles and, in particular, introduces the process parameters and settings used in this
work. More detailed descriptions of the printing process and underlying theory can be found in the
masterthesis’ of Stachanow [37] and Mc Keever [20] or the PhD thesis of Fabender [38].

4.1.1 Nanoscribe Photonic Professional GT interface

The Nanoscribe Photonic Professional GT+ is operated with the in-house software DeScribe and
NanoWrite. The former imports 3D models, configures scan strategies and process parameters, and
generates the writing trajectories. The latter is used to calibrate and control the system as well as
executing the print.

4.1.2 Printing process

The printing process is based on two-photon polymerization (TPP), which enables feature sizes in the
sub-micrometer regime [28]. A focused, pulsed laser beam induces polymerization of a photosensitive
resin only where the local intensity exceeds the material’s polymerization threshold. The size and
shape of the written volume element (voxel) can be approximated by the iso-intensity surface of the
Gaussian laser beam at the polymerization threshold, which is ellipsoidal in the focal region [39].
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Chapter 4 Manufacturing und characterization setups

The laser beam is steered by a pair of galvanometric mirrors, enabling high scan velocities but
constraining the effective write field due to off-axis aberrations. The optical layout is shown in Fig. 4.1.
The maximum printable field specified by Nanoscribe is approximately 400 pm in diameter for the
25X objective used in this work. To cover larger areas, the substrate is translated between consecutive
writing blocks by the stage translation motor. Adjacent blocks are written with a small intentional
overlap to ensure seamless stitching. [40] Each structure is built layer by layer. Within each layer,

movable stage y

substrate

liquid .~

resin

objective

rotatable
& galvometric mirrors
X

Figure 4.1: Optical layout of the Nanoscribe Photonic Professional GT+. The substrate is positioned by a
stage translation motor; an immersion objective is dipped into the photoresin, and the polymerizing laser is
focused through the objective. Focus motion is provided by galvanometric beam steering during a writing
block whereas stage translation is performed between consecutive blocks. Fabrication is line-based; the lateral
hatching distance (HD) and vertical slicing distance (SD) set the line spacings. This graphic is adapted from
Stachanow [37].

parallel scan lines (hatching lines) are traced in the x—y plane. The distances between successive layers
and lines are the slicing distance (SD) and hatching distance (HD), respectively. Those parameters
can be set independently. For the prints in this work, we use Continuous mode, in which the laser
emission stays uninterrupted for each scan line. Although a single pulse would, in principle, generate
an individual voxel, the repetition rate of 80 MHz [41] yields pulse spacings of only a few nanometers
at typical scan speeds, so the exposure forms an effectively continuous trace. The cross-section of
these written lines are governed primarily by the laser power and scan speed. Laser power sets the
voxel size by expanding or shrinking the iso-intensity surface. The influence of scan speed is material
dependent and relates to the cumulative dose delivered to the photoinitiator (see Sec. 4.1.2). A rough
estimation for compensating laser power and scan speed given by Nanoscribe is

LP} LP}

-1 _=2 4.1)

Vi V2

where LP is the laser power, v is the scan speed, and » is a resin-dependent exponent. For the resin

30



4.1 3D microprinting with Nanoscribe

used in this work (IP-S), n ~ 3-3.5 [42]. A schematic representation of a printing block is shown in
Fig. 4.2(a), illustrating the arrangement of printed lines separated by the hatching and slicing distances,
with lines stacked in woodpile order. An electron micrograph of a fabricated structure is presented in
Fig. 4.2(b), providing a visualization of the actual print scale.

Figure 4.2: Depiction of the printing process. (a) The voxel lines are separated in lateral direction by the
hatching distance and in vertical direction by the slicing distance. The red highlighted voxel line serves as a
guide to the eye for the fabrication procedure. (b) Electron micrograph of a block written in woodpile order
according to the design depicted in (a). This graphic is adapted from Fa3bender [38].

Photoresin

Nanoscribe offers a range of resins tailored to different applications. For micro-optical elements, IP-S
is recommended because it enables optically smooth surfaces, owing to a high proximity effect [29].
IP-S consists predominantly of monomers and photoinitiators that generate radicals upon excitation;
the radicals initiate polymerization of the monomers into long chains that define the written geometry.
For a more detailed chemical description, see [38]. The proximity effect refers to the accumulation of
effective dose and radical concentration from overlapping pulses, which allows the resin to polymerize
through consecutive overlapping laser pulses. This spatial averaging smooths high-spatial-frequency
surface texture, thereby reducing roughness [43].

The refractive index of IP-S after curing for a wavelength of 780nm is n ~ 1.507 as stated by
Nanoscribe [22]. We follow the development procedure recommended by Nanoscribe, which involves
firstly a 20 min bath in Propylene Glycol Methyl Ether Acetate (PGMEA) to remove uncured resin,
followed by a 10 min rinse in isopropanol (IPA) to remove residual PGMEA. Finally the print is cured
under an UV lamp for 5 min to ensure complete polymerization and as a consequence, consistency of
the refractive index.

The resin exhibits a volumetric shrinkage of approximately 2 to 12 % upon polymerization [22]. The
specific shrinkage of the structures fabricated in this work has not yet been quantified as the influence
of other sources of errors can not be distinguished.

IP-S exhibits gradual performance drift after a syringe is opened, which shifts the effective polymeriz-
ation threshold. Consequently, LaserPower and ScanSpeed must be re-established at regular intervals.
This is accomplished by fabricating calibration test patterns over a laser-power sweep and identifying
the lowest power at which all features are fully formed. Because usable process windows scale relative
to this threshold, absolute writing parameters are not directly comparable across different resin batches
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or ages; only values normalized to the contemporaneously measured threshold permit meaningful
comparison. To date, comparisons for influences of print parameter are made within a single print;
consequently, this effect has no influence yet. For future fabrication campaigns, and for establishing
an overall optimum parameter set, the effect must be quantified and reported.

Contour lines

To mitigate stair-stepping from the line discretization within each slice, Nanoscribe supports the use
of contour lines—perimeter-following trajectories that trace the outer boundary before or after bulk
hatching. The intent is to produce a smooth, differentiable outer surface. In Galvo scan mode, tight
curvature or sharp corners can challenge the galvo accelerator at high ScanSpeed, leading to local
over/underexposure and corner rounding. Galvo PerfectShape mitigates this by adapting the galvo
velocity to the local curvature and co-modulating the LaserPower so that the effective dose remains
approximately constant despite speed changes, consistent with Eq. (4.1) [30, 44]. Combined with
the strong proximity effect of IP-S, this yields the lowest surface roughness reported by Nanoscribe. [29]

4.2 Fiber insertion and alignment setup

Working with micro-optical components requires high precision handling. Therefore, this system
for precise alignment and insertion of optical fibers into micro-optical components has been built.
The general concept of the design is adapted from McKeever [20] and has been improved as well as
adjusted to our micro-optical design.

4.2.1 System architecture

The fiber insertion setup comprises two 3-Axis RollerBlock translation stages from THORLABS
(compare [45]). One stage carries an Elliot Scientific fiber holder [46]; the other carries two clamps
that secure the glass substrate bearing the printed micro-optical structures. The substrate stage is
mounted on a linear rail to (i) provide additional clearance for mounting and (ii) enable post-insertion
microscope access without disassembly. A Dino-Lite 220x USB microscope [47] is mounted on a
swiveling arm for visual inspection after insertion. For visual inspection during the insertion procedure
a Stemi 305 from Zeiss is used [48]. A picture of the setip is shown in Fig. 4.3.

4.2.2 Fiber insertion and alignment procedure

The fiber insertion procedure is illustrated in Figs. 4.4(a) to 4.4(f). Here mostly a fiber without index
matching gel applied is used to give better visual insights. First, the optical fiber is secured in the
holder and the substrate is clamped in place. The fiber is positioned above the assembly to verify
lateral and angular alignment (Fig. 4.4(a)), then retracted and lowered to the height of the ferrule
(Fig. 4.4(b)). The fiber is subsequently advanced into the ferrule (Fig. 4.4(c)) until either the printed
assembly detaches from the substrate or a substantial increase in insertion force is observed; in the
latter case, the fiber is pulled upward to deliberately break the assembly from the substrate. Optionally,
a visible alignment laser can be coupled into the fiber to assess alignment and the residual gap to the
expansion tube by eye (Fig. 4.4(d)). To minimize bending, the free fiber length in the holder is reduced

32



4.3 Beam profiler

Figure 4.3: Fiber insertion and alignment setup. The fiber is held in an Elliot Scientific fiber holder mounted on
a 3-Axis RollerBlock stage. The substrate is clamped on a second RollerBlock stage, which is mounted on a
linear rail for additional clearance and microscope access. The Dino-Lite USB microscope is positioned under
the left RollerBlock, but is not mounted in the current configuration.

as far as possible before the assembly is gently pressed against an orthogonal stop (Fig. 4.4(e)). To
ensure orthogonal alignment between the assembly and the wall, the pressure is periodically released,
allowing the assembly to reposition itself against the wall. It is essential to insert only until the fiber
tip reaches the expansion tube; further insertion would bend the fiber and introduce an off-axis tilt.
Finally, the result is inspected (Fig. 4.4(f)), confirming that the beam inside the expansion tube is well
aligned with the optical axis of the assembly and no gap remains between fiber and expansion tube.
The final image shows an insertion performed with index-matching gel applied to the fiber. The gel is
visibly extruded from the ferrule relief holes, indicating that the fiber has approached the expansion
tube and that any further advance must be executed with extreme caution.

4.3 Beam profiler

This section presents the custom-built beam profiler employed for the characterization of fabricated
micro-optical elements. Accurate assessment of beam quality is essential, as it serves as a key
performance metric for the micro-optical lenses developed in this work. The following subsections
detail the measurement principles, system architecture, and control software.

Beam profiling enables quantitative analysis of the transverse intensity distribution and its evolution
along the propagation axis. The implemented system measures beam radii and ellipticity at discrete
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Figure 4.4: Fiber insertion and alignment procedure: (a) align fiber above the assembly; (b) retract and lower to
ferrule height; (c) advance into the ferrule; (d) optionally couple a visible laser to check alignment and gap to
the expansion tube; (¢) minimize free fiber length and seat gently against an orthogonal stop; (f) inspect with a
visible laser, confirming beam alignment with the optical axis in the expansion tube. The final image shows an
insertion performed with index-matching gel applied to the fiber. The gel is visibly extruded from the ferrule
relief holes.

axial positions, allowing for the extraction of Gaussian beam parameters such as waist location, Rayleigh
range, and beam quality factor (M %) through model fitting. These parameters provide a rigorous basis
for evaluating the beam-shaping performance of the fabricated micro-optical components.

Our configuration combines a monochrome CMOS camera with microscope imaging and a precision
translation stage. The original setup was built by Madhavakkannan Saravanan [49]; the control
software used here is derived from code initially ported to Python by Paul Steinmann and has been
adapted for this work.

4.3.1 System architecture

A schematic overview of the beam profiler is shown in Fig. 4.5. The positioning stage consists of a
three-axis translation system assembled from three Newport MFA-CC stages [50], augmented with a
tip—tilt stage for precise alignment of the device under test with the optical axis of the profiler. The
microscope is built around a Mitutoyo Plan Apo NIR infinity-corrected objective [51] with a nominal
magnification of 20x and numerical aperture NA = 0.40. The objective is paired with the specified
tube lens to achieve the desired magnification. Imaging is performed by a Thorlabs DCC1545M
monochrome CMOS camera with a physical pixel size of 5.4 pm X 5.4 um [52].
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Figure 4.5: Schematic overview of the beam profiler setup. The optical element under test is mounted on a
three-axis Newport MFA-CC translation stack (with auxiliary tip—tilt) and is translated through the fixed focal
plane of a 20x, NA = 0.40 objective. The objective together with the tube lens form an infinity-corrected
microscope projecting the transverse intensity onto a Thorlabs DCC1545M CMOS camera. A control PC is
connected to the translation stage and camera to perform alignment and measurement control. This graphic is
adapted from McKeever [20].

4.3.2 Working principle

The device under test is positioned on the translation stage and systematically translated through the
fixed focal plane of the microscope objective. This arrangement utilizes the microscope’s magnification
to enhance the effective spatial resolution of the camera. The narrow depth of field provided by
the objective ensures that only light originating from the focal plane is sharply imaged, thereby
enabling precise measurement of the beam’s transverse intensity profile at discrete axial positions.
By incrementally advancing the device along the optical axis, the evolution of the beam profile as a
function of propagation distance can be accurately characterized.

4.3.3 Control software and interface

The profiler is operated through a custom Python application derived from the implementation by Paul
Steinmann and extended for the requirements of this work. The interface provides a graphical user
interface (GUI) for: (i) automated beam alignment routines; (ii) motion control and data acquisition;
(iii) live visualization of the current beam profile; (iv) data processing as well as; (v) export of
structured data. In addition, a second GUI which allows import of acquired data and subsequent
analysis is implemented. Screenshots of both GUIs are shown in Fig. 4.6.

4.3.4 Automated beam alignment

To reduce alignment time, an automated alignment routine was implemented. The algorithm places
square region of interest (ROI) across several z-planes. The procedure iteratively readjusts the position
and shrinks the squares converging to the center of the beam. The readjustment is performed by
center-of-mass calculations from the intensity sum in images taken at the edges and center of the
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Figure 4.6: Screenshots of the beam profiler live GUI (a) and the analysis GUI (b). The profiler live GUI allows
for live visualization and control of the beam profiler, while the analysis GUI enables post-processing and
analysis of acquired data.
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squares. Finally, a two-dimensional Gaussian fit is performed to determine the beam center in the
final z-plane. The stage is then moved to the estimated beam center. The principle of systematically
repositioned shrinking squares is illustrated in Fig. 4.7. Subsequently, the beam center is measured
over several z-positions; residual angular misalignment is minimized by iteratively adjusting the
tip—tilt stage to co-align the profiler optical axis with that of the device under test.

® Corner measurement points
® Center measurement points
X Gaussian beam center

Figure 4.7: Automated beam-centering routine: schematic of repositioned shrinking square ROIs. Edge and
center samples are used to compute iterative COM estimates across multiple planes before a final 2D Gaussian
fit determines the beam center.

4.3.5 Measurement procedure

Prior to measurement, the beam is co-aligned with the profiler axis using the alignment routine
described in Sec. 4.3.4. Start and end axial positions and the step size are then defined in the GUI.

Pixels are converted to metric units using the camera pixel size divided by the microscope
magnification. In our setup this yields an effective lateral pixel size of:

_ 5.4pm

s = 20 ~ 0.27 pm/px, x [pm] = sx,, ¥ [pm] = sy, 4.2)

The lateral resolution determined with the Rayleigh criterion is:

_0.614

d
NA

~ 1.19 pm, 4.3)
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where A = 0.78 pm is the wavelength of the laser used. This corresponds to approximately 4.4 pixels,
indicating that the systems resolution is not limited by pixel size. At each axial position z, the intensity
distribution is modeled by a rotated, elliptic Gaussian. The parametric model used in the analysis is

72 y/2
g (on

x' = (x—xp)cosf+ (y—y)siné,

=

I(x,y) = A exp +C, 4.4)

with the rotated coordinates

4.5
y = —(x —xy) sinf + (y — y,) cos 6, .5)

where (x), yo) is the beam center, o, and o, are the 1/ e’ radii along the principal axes, 6 is the

rotation angle, A is the amplitude and C a constant background offset. The 1/ ¢ contour is the ellipse
defined by

x/2 y/2
— + — = 1, (46)
oy Oy

which is used to plot the contour in the GUIL

For the specification of the beam a fixed laboratory coordinate system is used. The rotated radii are
projected to obtain horizontal and vertical beam radii in the laboratory frame:

w, = \/(O'x cos 67)2 + (07 sin 9)2, wy = \/(a'x sin 9)2 + (o, cos 9)2, 4.7)

while the ellipticity is defined as £ = o /0y,

The axial evolution of the beam is characterized by fitting the Gaussian-beam waist model
independently to w,(z) and wy(z):

2
Z—Z mw
w(z) = w, 1+(Z—°), g = —2, (4.8)
R

where w is the waist radius, z, the axial location of the waist, zg the Rayleigh range, and A the
wavelength. The laser used for the analysis has a wavelength of 4 ~ 0.78 pum.
The M? value is calculated by fitting:

1 2
w?(z) = w + M* (N—WO) (z - z0)% (4.9)

to the measured beam profile, where w(z) is the 1/ ¢? radius of the beam at axial position z, w is

the waist radius at the focus position z, 4 is the wavelength, and M % is the beam quality factor. An
exemplary waist plot is shown in Fig. 4.8.
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Figure 4.8: Example beam waist measurement in the two fixed laboratory axes x (blue) and y (orange). The
1/ % beam radii w «(2) and wy,(z) versus axial position z with least-squares fits to the Gaussian waist model of
Eq. (4.8) (solid lines) are displayed. In addition, the ellipticity £(z) is shown (pink, right axis).

4.4 Scanning White-light interferometer (SWLI)

Scanning white-light interferometers (SWLI) are a key instruments for non-destructive surface metro-
logy. They enable high-resolution surface characterization by recording interference patterns from
broadband light reflected from both the sample and a reference mirror, comparable to building a
Michelson interferometer configuration between reference mirror and sample. By exploiting the
short coherence length of broadband illumination, these systems overcome the 27-phase ambiguity
that constrains single-wavelength interferometers, enabling characterization of surfaces exhibiting
both roughness and step-like features over micrometer-scale height ranges. The technique involves
recording interference patterns within a defined scanning range of a broadband light source using a
camera, subsequently enabling reconstruction of surface height for each pixel.

This chapter provides a comprehensive overview of the SWLI configuration, encompassing underly-
ing theoretical principles and practical implementation. The installed components and calibration
procedures employed to ensure measurement accuracy are described in detail.

4.4.1 System architecture

Fig.: 4.9 presents a detailed schematic representation of the complete SWLI setup. The system
comprises four principal components: illumination, objective, imaging subsystems, and sample mount,
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Figure 4.9: Scanning white-light interferometer (SWLI) configuration (left) and Mirau objective detail (right).
Left: broadband Kohler illumination, field/aperture stops, tube lens + monochrome camera, Mirau objective
mounted on a piezo z-scanner, and sample. Right: internal Mirau layout with beam splitter and reference mirror
producing interference between reference and sample reflections after round-trip propagation. This graphic is
adapted from Grooter [53].

which are detailed in the following sections.

lllumination Illumination is provided by a broadband light source, specifically a THORLABS
QTHI10(/M) Quartz Tungsten-Halogen Lamp [54]. To achieve the desired interferogram shape, the
spectral profile should ideally exhibit a Gaussian shape [53]. The light source is spectrally filtered
using a bandpass filter to transform the thermal emission spectrum into a more Gaussian like profile.
A detailed spectral characterization is presented in Sec.: 4.4.5. The goal is to achieve uniform sample
illumination which has a wide angular distribution while avoiding imaging of the filament. Illumination
in Kohler configuration maximally defocuses individual source points at both the sample and camera
planes (represented by black lines in Fig.: 4.9), preventing imaging the light source structure. An
additional advantage of the Kohler configuration is the independent control of illuminated spot size
and illumination angles through field and aperture stops, respectively. This can be understood by
examining the aperture effects on optical paths. The aperture stop constrains the light path from the
entire source (indicated by red shading), adjusting the illuminated area on the objective lens and
determining the maximum illumination angle on the sample. The field stop limits the collimated beam
size from individual point sources, thereby controlling the illumination angle at the objective lens and
ultimately determining the spot size at both sample and camera.[53] In our configuration, a diffuser
plate is positioned in front of the aperture stop to act as an approximately isotropic secondary light
source.

Objective A high numerical aperture (NA) is required to achieve high resolution and to capture
reflections at large angles, which are common when measuring curved surfaces. Additionally, a high
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magnification is desired. Since interference objectives with external reference mirrors are limited
in their working distance, a Mirau objective is employed. Mirau objectives incorporate an internal
semi-transparent beam splitter and reference mirror, enabling a compact design while providing high
numerical apertures and large magnifications as depicted in Fig. 4.9. [55] Incident light is focused by
the objective lens and divided at the semi-transparent mirror: a portion reflects toward the reference
mirror while the remainder transmits to the sample. Typically, a larger fraction transmits to compensate
for the sample’s lower reflectivity relative to the reference mirror. Reflected light from both sample
surface and reference mirror recombines at the beamsplitter, creating interference. These objectives
are typically infinity-corrected, producing a collimated output beam.

We employ a Mirau objective manufactured by Nikon [56], as illustrated in Fig.: 4.9 (right), engineered
for 50x magnification when used with the specified tube lens and featuring an NA of 0.55. Detailed
magnification analysis and characterization are provided in Sec.: 4.4.5.

The interferograms for each pixel are taken at different sample positions, which are achieved by
moving the objective in the axial direction. This is done using a piezo stage, where the objective
is mounted on represented as Scan { in Fig.: 4.9. Since the accuracy of the piezo stage is crucial
for the measurement, a PIFOC High-Precision Objective Scanner[57] is used, enabling precise axial
movement. The High-Precision Objective Scanner consists of a piezo for the positioning and a
capacitive position readout. Detailed piezo stage characterization is documented in Sec.: 4.4.5.

Imaging The imaging subsystem consists of a THORLABS Kiralux 12.3 MP Monochrome CMOS
Camera[58] and a tube lens[59] with a focal length of 200 mm.

Sample mount Sample positioning is achieved using a THORLABS 3-Axis NanoMax Stage[60]
combined with a M-GON40-U tip-tilt Goniometric Rotation Stage by Newport[61]. This configuration
enables precise positioning and optical axis alignment by hand for the sample.

4.4.2 Creation of interference patterns

The following section describes interference pattern generation in an SWLI microscope. To illustrate
the underlying theoretical principles, comprehensive numerical simulations are performed that model
the complete interferometric process from light source characteristics to final interferogram formation.

The simulation approach systematically models each component of the interferometric system:
First, the broadband light source is represented as a collection of individual spectral components, each
characterized by a specific wavelength drawn from a Gaussian spectral distribution. Second, the beam
splitting process at the Mirau objective is modeled, where each spectral component is divided between
the reference mirror path and the sample path. Third, the interference of reflected beams from both
paths is calculated for various optical path differences (Az). Finally, the integrated intensity across all
spectral components is computed to generate the characteristic interferogram that varies with sample
position i.e. optical path differences between sample and reference mirror.

This simulation methodology enables systematic investigation of how spectral characteristics and
optical path differences influence the resulting interference patterns, providing crucial insights for
understanding measurement principles and optimizing reconstruction algorithms.

The simulation is performed with 100000 individual spectral components and 5000 steps in the
optical path difference.
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Figure 4.10: Simulation of the individual spectral components (a) of a broadband light source. For better
visibility only a selection of individual components are shown. Plot (b) shows the interference after a beamsplitter
with and without an optical path difference, together with their respective normalized integrated intensities.
The interferogram shown in (c) is created by integrating and normalizing the intensities over time for varying
sample positions.

Fig. 4.10(a) displays a selection of individual spectral components randomly sampled from a
Gaussian distribution whose sum represents our filtered broadband light source. The parameters of
the Gaussian distribution are chosen to match the characteristics of the light source in the build setup.
The central wavelength A, is 605 nm and the FWHM spectral bandwidth AA is 175 nm. The waves are
calculated for ¢ = 0 in front of the beamsplitter as:

E(z) =cos (k; - 7+ ¢), (4.10)

where k; = %l—:’ is the wavenumber of the i-th spectral component, A; is the wavelength of the i-th
spectral component, z is the direction of propagation, and ¢ is the phase offset resulting from an
incoherent light source. The E-fields are divided at the semi-transparent mirror of the Mirau objective:
one portion reflects to the reference mirror while the other transmits to the sample. Reflected light
from both sample and reference mirror recombines at the beamsplitter where interference occurs. The
resulting intensities behind the beamsplitter both with (blue curve) and without (red curve) optical
path difference between sample and reference mirror paths are shown in Fig. 4.10(b). This illustrates
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the effect of changing optical path difference, on the interference behind the beamsplitter. Intensity
integration over time behind the beamsplitter yields a normalized' integrated intensity of unity when
no path difference exists, and results in a normalized integrated intensity < 1 for path differences # 0.
The interferogram generated by calculating normalized integrated intensities for varying sample
positions is presented in Fig. 4.10(c). The sample position Az represents the optical path difference
between the sample and reference mirror. The zero optical path difference (ZOPD) position (Az = 0)
i.e., the surface height is marked with a dashed black line. The theoretical function describing these
interferograms is given by:

2
1(z) = Iy + I, exp (—4 (ZL—ZO) ) cos((z — zg)K + @), [53] @.11)
where
2.2
K= .
AO

Here, I, represents the constant intensity component, /,, is the modulation amplitude, z, denotes the
sample position where the optical path difference between reference mirror and sample equals zero
(set to Opm in our simulation), @ 4 is a constant phase offset, and the factor of 2 in the definition of K
accounts for the round-trip path of the light to the sample and back to the beamsplitter. The wavelength
Ay 1s the central wavelength of the illumination, and L. is the finite coherence length, arising from the

broadened light spectrum.[55]. The coherence length can be calculated as L, = g [62] resulting in a
coherence length of L. = 2.09 pm for the simulated light source. The interferograms in the simulation
have a coherence length of 2.32 pm. The measured value for the coherence length in the simulation
matches with the theoretically expected value, where the slight deviation can be explained by the
discretization in space and spectral components.

In Eq.: 4.11, the phase offset @ 4 is introduced as a constant for a given interferogram. For different
interferograms recorded by different camera pixels corresponding to various sample positions, this
phase offset may vary. Fig.: 4.11 illustrates how the phase offset induces a shift between the envelope
peak and maximum fringe.

The phase offset originates from phase differences between the E-fields returning from sample
and reference mirror [53]. The parameter ® , is subject to multiple influencing effects, including
surface tilt, curvature [63, 64], roughness, measurement noise, aberrations and dispersion introduced
by the objective [65], differential phase changes upon reflection, and multiple scattering effects [66,
67]. For some surface reconstruction methods the hereby introduced shift between the envelope
peak and maximum fringe peak leads to errors in the reconstructed surface position. Additionally,
the signal-to-noise ratio (SNR) and thereby the contrast of the interferograms show a large effect on
reconstruction performance. Examples are shown in Appendix A.1. The following section describes
three different surface reconstruction methods. The effect of a phase offset and interferogram quality
on the reconstruction results is discussed.

! We normalize the integrated intensities to the integrated intensities when no path difference is present.
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Figure 4.11: Interferograms with varying phase offsets @ 4.

4.4.3 Surface reconstruction methods

Multiple algorithms have been developed for surface reconstruction from recorded interferogram
sets. [55] Algorithm performance depends on experimental conditions and resulting interferogram
characteristics. We have implemented three algorithms covering a broad range of conditions. The
following sections explain and evaluate these methods using simulated data and comparing their
performance on real sample reconstruction.

Direct fit method

The direct fit method represents a straightforward approach to surface profile reconstruction from
interferometric data. This technique involves fitting the theoretical model described by Eq.: 4.11
to interferogram data. A critical requirement is that the phase offset @ 4, remains either constant or
known throughout the reconstruction area. Small phase deviations result in minor surface position
errors, while larger deviations cause failure in assigning the correct cosine fringe corresponding to
ZOPD, leading to surface discontinuities in the reconstruction. Our direct fit implementation includes
internal quality control mechanisms that assess interferogram SNR, fit root mean square error (RMSE),
distance between central fringe peak and envelope peak2 positions, and verification that fit parameters
remain within realistic ranges. Pixels failing any of these criteria are rejected and excluded from

% The envelope peak position in determined using the Hilbert transform method explained in Sec. 4.4.3
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surface reconstruction minimizing defects in the reconstructed surface profile.
Fig.: 4.12 demonstrates the direct fit method applied to interferograms with various phase offsets,

1.0 A
Ixy\, I,f A a‘)\‘

P
0.8 1 /AN

S e

o

=3
AT OO OO .
=

N

v

iy
i
i
I
(K}
I
]
|
]
]
I

o
o
L

[/
]
|
I
IRR
RN
i
i
i
IRE]
RN
[NE}
1
RN
I}

Intensity / arb. units

=}
IS
L

[N
]
1
|
A2 i
Ap =0.00ra
== Fit A¢ = 0.00 rad
" " ,' ««++ Fringe Peak Agp = 0.00 rad
A = 0.42 rad
== Fit Ap = 0.42 rad
= Fringe Peak Ap = 0.42 rad
Ap = 0.84 rad
] — = Fit A¢p = 0.84 rad
l, = Fringe Peak A¢ = 0.84 rad
H o Ag = 1.26 rad
\A&I:’I Fit Ap = 1.26 rad
Fringe Peak Ag = 1.26 rad
—=~ True envelope peak/ZOPD

I
I
I
I
)
d
0.2

0.0

-1.00 -0.75 —0.50 -0.25 0.50 0.75 1.00

Sample Position Az / um

Figure 4.12: Direct fit method applied to interferograms with different phase offsets @ 4.

where the parameter @ 4 is set to 0 in the fit function according to Eq.: 4.11.

As illustrated in Fig.: 4.12, the method accurately reconstructs surface position for interferograms
with @, = 0, yielding negligible error at the true surface position of zero. For interferograms with
nonzero phase offset (®, # 0), the fit fails to recover the correct surface position, as it tracks the
maximum fringe position, which no longer coincides with the ZOPD.

One might attempt to include the phase offset @4 as a fit parameter to account for its effect and
recover the true ZOPD. While this approach improves data fitting, it results in partial transfer of
surface position information into the phase offset parameter, particularly in the presence of noise.
Consequently, surface position information is lost and cannot be recovered, leading to greater errors in
reconstructed surface position than with a constant phase offset.

Hilbert transform method

An alternative approach for surface profile reconstruction employs the Hilbert transform method.
This technique utilizes the Hilbert transform to generate the analytical signal associated with the
interferogram. Specifically, for a real-valued signal x (), the Hilbert transform constructs an orthogonal
imaginary component X(¢), yielding the complex signal y(z) = x(¢) + iX(z). The envelope of the
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original interferogram is obtained by calculating the modulus of the complex signal:

ly()] = AJx (1) + 2 ()2 (4.12)

This operation effectively eliminates the oscillatory phase component of the interferogram. A Gaussian
function is subsequently fitted to the envelope |y(¢)| to determine its center, which corresponds to
the ZOPD, i.e., the surface position.[68] The Hilbert transform method applied to the interferograms
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Figure 4.13: Hilbert transform method applied to interferograms with different phase offsets @ 4.

with various phase offsets is shown in Fig.: 4.13. On the one hand it can be seen that the envelope is
extracted correctly for all interferograms, even if the phase offset is not zero. On the other hand, the
center of the envelope exhibits a significant error for the interferograms even with a phase offset of
@, = 0 compared to the other methods, which is further discussed in Sec. 4.4.3. This represents the
effect of a high sensibility to noise which makes this method predominantly reliable on low noise
level and high contrast of the fringes in the interferograms. It is noticeable that the envelope peak
determined by the Hilbert transform method is shifted by the same amount for all interferograms.
The reason for this could not be determined. However, since the focus here is more on qualitative
visualization than on quantitative analysis, this is acceptable.
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Frequency domain analysis (FDA)

Surface reconstruction based on frequency domain analysis utilizes properties of the Fourier transform
of the interferograms. The method exemplified follows the version from De Groot and Deck (1995) [69].
If we assume a constant phase offset of the interferograms in the selected image section, the surface
hight difference between pixels can be reconstructed from the phase shift between the interferograms
in a global reference frame. This technique is illustrated in Fig. 4.14 for a monochromatic light source
i.e. an infinite coherence length. The interferograms for different sample positions with different
surface heights are shown. These interferograms get shifted for different heights as expected in a
Michelson interferometer. If an arbitrary position is fixed as the reference position (black dotted line)
and a pixel is selected as the origin in space, the associated phase shift for each interferogram can be
calculated to this reference interferogram at the fixed position. With the information of the central
wavelength of the light source A, the surface position can be calculated from the phase shift as:

_Apa,
s T 5o

4.13)

Here Ay is the measured phase shift and the additional factor of 2 originates from the twice covered
path difference. This alone suffers from a 2 phase ambiguity, which can be eliminated by unwrapping,
but this requires the assumption of continuity in the surface profile, since jumps in the surface of
% for neighboring pixels would be wrongly assigned by the unwrapping process.[53] Therefore we

= Pixell with height h1
= Pixel2 with height h2
= Pixel3 with height hs
—=—=- Global reference position

Intensity / arb. units

0 2 4 6 8 10 12
Scanning Position / arb. units

Figure 4.14: Illustration of phase shift analysis for a monochromatic light source.

utilize the space shifting property of the Fourier transform. A translation of a signal in position space
corresponds to a slope of the phase in the Fourier domain according to:

F{f(z—20)} = e PF0F( £}, (4.14)
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where 7 denotes the Fourier transform, f(z) is the original signal and k is the spatial frequency or
wavenumber.[70] This property allows us to track the envelope of our signal in position space by
extracting the phase of the frequencies in the Fourier transform. Those can be calculated as:

¢(k) = arg (F{f(2)}(k)). (4.15)

The phase of the individual Fourier frequencies is unwrapped from the 27 phase ambiguity. Importantly,
this unwrapping process preserves all information and simply ensures phase continuity if the number
of included frequencies in the Fourier transform is sufficient. A linear function of the form

¢(k) =k-a+b, (4.16)

is fitted to extract the slope a and intercept b3 [69] These parameters are then used to calculate the
phase at the central wavenumber k:

¢o = ¢(kg) = ko -a+Db. 4.17)

According to Eq.: 4.14, the envelope position recovered with the Fourier transform method zpp, can
be determined from the slope a:

DA = ﬁ (4.18)
The key step is now to resolve the phase ambiguity of the central wavenumber k, not only by
unwrapping as it would be done for monochromatic phase shift methods as discussed above but the
following correction is applied:

/ L[$o=Ps 27 4 { (¢ — P4) = (2kozrpa) }]

Sl o

(4.19)
0

where round denotes rounding to the nearest integer. Thus, the surface position determined by the
phase shift is adjusted by integer multiples of % to minimize deviation from the envelope peak
position.

Fig.: 4.15 illustrates the application of the FDA method to an interferogram with a phase offset of
@, = 01in detail. The interferogram and the reconstructed surface position using the FDA method is
shown in (Fig. 4.15(a)). In (Fig. 4.15(b)) the Fourier transform, with the frequencies used for analysis
indicated in red are displayed. Although frequency amplitudes are used as weights for the linear fit, it
is advantageous to set a lower threshold for inclusion, as frequencies with low amplitude primarily
contribute as noise. The Gaussian profile of the light source is clearly reconstructed in the Fourier
domain. The bottom plot (Fig. 4.15(c)) presents the unwrapped phase of the Fourier frequencies with
a linear fit according to Eq.: 4.16. The FDA method is also applied to the interferograms with different
phase offsets shown in Fig.: 4.16. It can be seen that the FDA method is able to track the peak of the
central fringe precisely, but of course also lacks the capability to account for a phase offset.

Comparison of the ZOPD position reconstruction performance A summary of the three
surface reconstruction methods is presented in Fig. 4.17. The surface reconstruction with the Hilbert
method is not influenced by the phase offset, whereas the deviations from the true surface position for

3 Higher-order terms may be included to account for second-order dispersion in the interferogram.
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Figure 4.16: Frequency Domain Analysis applied to interferograms with different phase offsets @ 4.
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the direct fit and the FDA method increase with increasing phase offset.
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Figure 4.17: Comparison of different surface reconstruction methods with respect to the phase offset @ 4.

4.4.4 Comparison of computational efficiency for the reconstruction methods

Since the measured samples typically need to be measured on large image fields with pixel counts
exceeding 200 x 200, and multiple surfaces need to be reconstructed, the efficiency of the methods
are of special interest. All methods are implemented in Python and are thereby limited to single
core processing without any further optimization. An expansion has been implemented allowing
processing of either surfaces or methods in parallel mode, speeding up the reconstruction process
in case of multiple surfaces or methods. For comparison of the methods surface reconstructions
were performed on a 150 X 150 pixel image of printed lenses. For the single core processing, we
reconstructed 5 surfaces with each method, while for the parallel processing we reconstructed 12
surfaces with each method. The average reconstructed pixels for the three methods are printed in Tab.:
4.1. The measurements were performed on a computer with an AMD Ryzen 5 3600 CPU* overclocked
to 4.2GHz and 32 GB RAM. The three methods show a significant difference in reconstruction

Method Single core / pixels-s_1 Parallel / pixels-s_1
Direct Fit Method 146.0 +4.4 1071.4
Hilbert Transform Method 6243 +13.4 3461.5
FDA method 340.9 £3.8 2045.5

Table 4.1: Comparison of reconstruction speeds for the three methods in single core and multiprocessing
configuration.

speed. The direct fit method is the slowest, as it requires fitting a function to each interferogram as

* The processor occupies 6 physical cores and 6 virtual cores allowing a maximum of 12 processes in parallel.
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well as checking all rejection criteria, which is computationally expensive. The Hilbert transform
method is significantly faster and the FDA method is slightly slower than the Hilbert transform method,
however, it is still faster than the direct fit method by a factor of approximately 2, since fast Fourier
transforms are computationally very efficient. This also explains why this rather elaborate method
was implemented, even though, as described above, it does not offer a significant advantage in the
accuracy of the surface reconstruction compared to the direct fit method. The comparison between
single core and parallel processing shows a substantial speedup for all methods within a range of 5 to 7x.

4.4.5 Characterization of the SWLI setup

In this section, we will review the characterization of the SWLI setup to ensure accurate measurement
and reliable results from the microscope. In the following, we will firstly characterize its components,
which are crucial for the performance of the SWLI. Secondly, we will review sample measurements to
evaluate the performance of the SWLI setup.

Magnification and effective pixel size

The magnification of the system is determined by the focal length of the objective and tube lens as:

ftube
M==—= 4.20
fobj ( )

where fi, is the focal length of the tube lens and f; is the focal length of the objective lens. The
Mirau objective used here has a 4 mm focal length and is used in combination with a 200 mm tube
lens, resulting in a theoretical magnification of 50. The magnification has been tested using the known
dimensions of the lines on the 2" x 2" Positive, USAF 1951 Hi-Resolution Target[71] over the central
region of the camera chip as depicted in Fig.: 4.18. Therefore we will measure the size of single lines
and the square on the test target in pixels and compare it to their specified size.

The magnification for individual objects can be calculated as:

S chi Noiels 0 D
M= chip _ pl;::ls cam (421)
Sobject L2 . 1000

density

where S, is the size of the object on the camera chip, S ;e 18 the size of the object on the test target,
Noixels 18 the number of pixels determined by the sigmoid fit in Fig.: 4.18, b is the binning factor of
the camera which is set to 3, p ;;, 1s the pixel size of the camera chip which is 3.45 um[58], Ny p is the

number of lines per group on the test target and LP,.;, is the line pair density of the test target in

mm™'. The edge positions recovered from the sigmoid fits fot the intensity profile are summarized
in Tab.: 4.2, in which the lines are numbered from left to right in the image. The magnification
results are shown in Tab.: 4.3. The average magnification of the system is M = 49.93 + 0.09, which
is in good agreement with the theoretical magnification of 50. The resulting effective pixel size is

12

Pei = 7~ = 0.207 pm.
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Figure 4.18: Magnification test results using USAF 1951 Hi-Resolution Target at different positions on the
camera chip. (a) 1365 x 1000 pixel image of the USAF 1951 Hi-Resolution Target, where the dashed red line
marks the pixels used for the magnification evaluation in (b). (b) 1D intensity profile over 1365 pixels across
the red line in the USAF 1951 Hi-Resolution Target shown in (a). Sigmoid fits are applied to determine the
right and left edge positions of the test target lines and the square.

Feature x-value
Square left edge  593.4
Square right edge 761.5
Line 1 left edge 356.9
Line 1 rightedge 390.6
Line 2 left edge 4243
Line 2 right edge 457.8
Line 3 left edge 491.7
Line 3 rightedge 525.3
Table 4.2: Edge positions from intensity profile in Fig.: 4.18.

White light source spectrum

The spectrum of the white light source has been measured using a Red Tide USB650 Fiber Optic
Spectrometer from Ocean Optics [72] and is shown in Fig.: 4.19. The spectrometer has an optical
resolution of 2nm FWHM and a detection range of 200 to 1 100 nm. The spectrum shows that the
thermal light source has been successfully shaped to a Gaussian profile using a bandpass filter. The
central wavelength has been extracted both from a Gaussian fit and from the centroid method following:
A, = 2idi -1
Zil;
where I, is the intensity of the i-th spectral component. Since the FDA reconstruction algorithm uses
the centroid method to extract the central wavelengths, it is important to verify the accordance of

,[73], (4.22)

3 Although the Gaussian fit provides a more accurate estimation of the central wavelength, this method is computationally
more intensive and would therefore noticeably increase the algorithm runtime.
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Object M AM
Square region | 49.97 | 0.05
Left line 49.96 | 0.22
Center line2 | 49.84 | 0.22
Right line 49.95 | 0.20
Table 4.3: Magnification results for the USAF test target shown in Fig.: 4.18.

both methods. From the extracted FWHM of the Gaussian fit A4, the coherence length L. can be

calculated as: 5

1
Leoh = A—3[62]. (4.23)

The spectral characteristics results for the filtered thermal light source are shown in Tab.: 4.4. The

Parameter Value Uncertainty
Spectral Centroid 605 nm 4.57 nm
Center Wavelength (1) | 605.1 nm 0.29 nm
FWHM (A1) 174.8 nm 0.84 nm
Coherence Length (L) | 2.1um 0.0pm

Table 4.4: Spectral characteristics of the filtered thermal light source.

coherence length in the interferograms have been measured for 3 surface reconstructions of glass
substrates with aimage field of 300x300 pixels. The average coherence lengthis L. = (2.20+0.02) pm,
which is in good agreement with the coherence length calculated from the spectrum. The slight
deviation may be attributed to the fact that the spectrum is not a perfect Gaussian, as assumed in the
calculation of the coherence length in Eq. 4.23.

Piezo mounting stage movement

The accuracy of the piezo stage used to move the Mirau objective is crucial for the performance of
the SWLI. Any error in the positioning of the objective is directly transferred to the surface height
reconstruction. The stage consists of two primary parts, the piezo actuator itself and a built-in
capacitive measurement gauge which is used for the position readout. The included software from
Ocean Optics allows scanning a defined distance in defined steps while measuring the actual position
of the stage for each step. The stated accuracy for the position readout is £5 nm [57]. The measurement
results are shown in Fig.: 4.20. The piezo stage exhibits the expected linear behavior with a slope of
1.000009 + 0.000025. The linearity error in the limited scan region can be calculated as:

max; |r;|

Linearity Error = x 100%, 4.24)

Position Range

where max; is the maximum over i and |r;| is the deviation from the linear fit in the i-th step. The
linearity error for the piezo stage is 0.171 + 0.034%. Since we use a very limited range of the piezo
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Figure 4.19: Spectrum of the thermal light source filtered by a bandpass filter (blue points) together with a
Gaussian fit (red line). Also marked are the central wavelength extracted from the Gaussian fit as well as the
calculated central wavelength using the centroid method.
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Figure 4.20: Piezo stage characterization. (a) Position readouts of the piezo stage (blue points) for a position
scan over 4 um in 10 nm steps with a linear fit (red line). (b) Deviations between the measured position and the
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stage for the characterization®, the travel range should be artificially extended to the full range of
100 nm to be comparable to the specified linearity error of 0.03% [57]. The adapted linearity error
for the extended range is 0.007 + 0.001%, which is well below the specified error. The deviation
distribution is also in good agreement with the repeatability of the position stage specified as +5 nm
[57].

Since this position readout is the only validation source for the piezo position, we rely on its accuracy.
The accuracy of the capacitive measurement gauge is not characterized here but should be checked in
the future. A possible method could be setting up an laser interferometer which provides a well-defined
external length standard.

Influence of step sizes

When measuring a surface, a crucial parameter is the step size of the piezo stage. Too small steps
lead to longer measurement times during which external influences such as temperature fluctuations
or air turbulence can affect the measurement. Too large steps lead to limited statistics and increase
the influence of noise on the acquired interferograms. Therefore, 3 measurements for each of the
selected step sizes of 2, 5 and 15 nm respectively are performed on the same stripped optical fiber. As
a performance measure, the radius of curvature of the fitted cylinder is used, where the true value for
the radius of curvature is 62.5 pm. The results are shown in Tab. 4.5 and Fig.: 4.21 and suggest that
the step size of 15 nm is the best choice for the current setup since the measured radius of curvature is
most accurate across all reconstruction methods.

Table 4.5: Radius of curvature measurements for different reconstruction methods and step sizes

Method/Step size 2nm 5Snm 15nm
Direct method 64.7+3.6 67.2+3.5 63.1+2.1
FDA method 642+29 698+12 63.8+1.6
Hilbert transform method 48.9+89 60.6+4.0 61.4+1.3
True value 62.5

Reconstruction of sample surfaces

To evaluate the performance of the three reconstruction methods on data taken on real-world surfaces,
we analyze two test samples: a glass substrate and a stripped optical fiber. These samples offer
complementary validation scenarios—the glass substrate serves as a reference flat surface to assess
systematic errors and aberrations, while the optical fiber provides a well-defined cylindrical geometry
for evaluating reconstruction accuracy of curved surfaces. As specifically the performance on curved
surfaces is of special interest since it is expected that interferograms from curved surfaces suffer from
bad contrast as some portion of the reflection is lost. To give an idea of such effects on the recorded
interferograms we show exemplary interferograms in Figure A.1.

® The piezo stage comes with a travel range of 100 pm from which only 30 pm are usable at this point. The limited travel
range is sufficient for our application, but a complete measurement of the linearity error over the whole travel range is no
longer possible for this reason.
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Figure 4.21: Comparison of reconstruction performance with different step sizes. The sample surface is a
stripped optical fiber with a radius of curvature of 62.5 pm. The radius of curvature of the fitted cylinder is
shown for each step size with each reconstruction method.

When the true surface profile is known, an outlier correction procedure can be applied by fitting the
expected surface shape to the initially reconstructed profile and identifying deviations exceeding a
predefined threshold. These outliers are replaced with corresponding values from the fitted surface,
followed by surface re-fitting to obtain a refined reconstruction. This post-processing step effectively
suppresses artifacts, particularly for the Hilbert transform method, which is otherwise highly suscept-
ible to noise-induced outliers.

The real data measurements serve dual purposes: evaluating algorithm performance and identifying
the influence of various error sources on the experimental setup.

Glass substrate The glass substrate’ presents a flat surface across an extended field of view,
making it ideal for detecting systematic errors related to the distance from the optical axis. Optical
aberrations, considered as potential error sources, are specifically evaluated using this test sample.
The following sections present comparative results from all three reconstruction methods, with each
method evaluated using identical metrics: 3D surface reconstruction with plane fitting, surface
deviation analysis, cross-sectional profiles, and interferogram phase offset estimations.

Direct fit method In Fig. 4.22, the direct fit method demonstrates excellent performance on
the glass substrate. The 3D surface reconstruction (Fig. 4.22(a)) shows minimal reconstruction error,
with only minor spikes reaching approximately 50 nm in height, likely caused by dust particles. The
surface deviation from the plane fit (Fig. 4.22(b)) and cross-sectional analysis (Fig. 4.22(c)) confirm
excellent agreement to the expected flat geometry. The deviation between fitted central fringe peak

7 The surface of the substrate has on purpose not been cleaned before the individual calibration measurements.

56



4.4 Scanning White-light interferometer (SWLI)

1.77 ’
N1.78
=
3 1.79
1.80
1.81
1.82
\
N
30
20
15
o
10 wIW
5
0.0° cross section 45.0° cross section
C L - Cross Section Data
Pk Sl 1.824 Projection of the global plane fit
G i
1.820 ) :
s AT i 1.823
WS i
! 1822
E1815 g
z 21821
£ £
3 3
z £ 1.820
1.810
1.819
1818
18051 . Cross Section Data ) '
H
Projection of the global plane fit k 1817
15 -0 -5 0 5 10 15 20 -1 0 10 20
Position / um Position / um
90.0° cross section 135.0° cross section
- Cross Section Data
18215 Projection of the global plane fit
18210
£ 1.8205
5
£1.8200
)
2
18195
1.8190
Laigs|  Cross Section Data 1817
: Projection of the global plane fit Lets

-1s -lo 10

50 5
Position / um

[
Position / um

301

25

20 A

Y /um

151

104

Y/ um

X/ pm

25

30

301

254

20

T T T

5 10 15 20
X/ pm

25

30

0.04

0.02

0.00

Deviation / um

—0.02

—-0.04

0.08

o
°
o
Deviation / um

—-0.02

—-0.04

—-0.06

—-0.08

Figure 4.22: Surface reconstruction of a glass substrate using the direct fit method. (a) 3D surface reconstruction
with a plane fit to the surface (red mesh). (b) Surface deviation to the plane fit. (c) Cross sections through the
surface reconstruction (blue points) and a projection of the global plane fit (orange line). (d) Deviation between
the fitted central fringe peak position and the envelope peak position determined by the Hilbert transform
method.
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positions and envelope peak positions determined by the Hilbert transform method (Fig. 4.22(d))
remains nearly constant across the image field, indicating consistent phase offset, with increases only

at spike locations.
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Figure 4.23: Surface reconstruction of a glass substrate using the Hilbert transform method. (a) 3D surface
reconstruction with a plane fit to the surface (red mesh). (b) Surface deviation from the plane fit. (c) Cross
sections through the surface reconstruction (blue points) and a projection of the global plane fit (orange line).

Hilbert transform method The Hilbert transform method results (Fig. 4.23) show general
agreement with the plane fit but exhibit larger reconstruction noise compared to both the direct fit and
FDA methods, consistent with simulated data predictions. This demonstrates that robustness against
phase offsets comes at the cost of increased surface reconstruction error, particularly evident in real
data. The surface deviation heatmap (Fig. 4.23(b)) reveals a distinctive pattern where spikes appear
bidirectional, creating shadow-like regions with reduced surface height around elevated features.
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Figure 4.24: Surface reconstruction of a glass substrate using the FDA method. (a) 3D surface reconstruction
with a plane fit to the surface (red mesh). (b) Surface deviation from the plane fit. (c) Cross sections through the
surface reconstruction (blue points) and a projection of the global plane fit (orange line). (d) Deviation between
the fitted central fringe peak position and the envelope peak position determined by the Hilbert transform
method.

FDA method The FDA method results (Fig. 4.24) demonstrate performance matching the
direct fit method, as anticipated. The surface shows minimal deviation from the plane fit except for
dust-induced spikes consistent across all methods. The deviation between reconstructed central fringe
peak positions and envelope peak positions (Fig. 4.24(d)) remains nearly constant across the image
field within expected Hilbert transform method tolerances, with increases only at spike locations.

Comparative analysis of glass substrate results All three methods perform within their
respective expected ranges on the glass substrate, with no significant dependence on distance from the
optical axis, confirming that off-axis aberrations do not substantially affect surface reconstruction.
The direct fit and FDA methods achieve superior accuracy, while the Hilbert transform method shows
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increased noise sensitivity.

Notably, large deviations between fitted/reconstructed central fringe peak positions and Hilbert
transform envelope peak positions occur at spike locations. The bidirectional surface deviations
observed with the Hilbert transform method are reflected in corresponding deviation maps for both
direct fit (Fig. 4.22(d)) and FDA methods (Fig. 4.24(d)). The bidirectional nature of these deviations in
the surface reconstruction of the Hilbert transform method suggests that the error might be founded here
since dust particles on the glass substrate should not cause bidirectional deviations. It is also striking
that the shadows are always cast in the same direction. This made us suspect a misaligned illumination,
but careful realignment did not resolve the issue. Curved surfaces appear to degrade interferogram
quality, which may explain the increased Hilbert transform errors. However, the mechanism by which
the additional noise leads to systematic errors—such as those observed here—remains unclear. Further
investigation is strongly recommended to better understand this phenomenon.

Stripped optical fiber The optical fiber consists of a core and cladding surrounded by a protective
coating layer. The coating can be stripped residue-free, allowing direct cladding measurement. The
cladding consists of nearly pure silica with precisely specified dimensions—the THORLABS fiber
used has a cladding diameter of (125 £ 1) um [74].

Silica fiber measurement presents two primary challenges: low reflectivity (approximately 4 to
6 % [75]) resulting in poor fringe contrast, and curvature-induced contrast reduction at fiber edges.
Consequently, measurements are restricted to the central 16 pm X 16 pm region.

Surface radius of curvature is determined by fitting a rotatable cylinderg:

2(x,y) = 20— R — V2, (4.25)

where y, ., = —(x —x() sin 8+ (y —y,) cos 6 and parameters include center coordinates (x, y,), z-offset
Zg» cylinder radius R, and rotation angle 6.

Direct fit method The direct fit method results (Fig. 4.25) demonstrate excellent cylindrical
surface reconstruction. The extracted radius of curvature (61.1 um) closely matches the expected
value (62.5 pm). Surface analysis reveals good adherence to cylindrical geometry with one protruding
elevation, likely from dust or residual coating material. A subtle wave-like pattern in the surface
deviation heatmap (Fig. 4.25 (b)) shows elevations and depressions up to approximately 5 nm. The
asymmetric nature of these patterns around the cylinder axis suggests they represent actual fiber
surface features rather than measurement artifacts, since piezo stage errors would produce symmetric
patterns. This interpretation is supported by deviations well below the stated 1 pm fiber diameter
tolerance.

However, significant systematic deviations (up to approximately +100 nm) occur between fitted central
fringe peak positions and Hilbert transform envelope peak positions (Fig. 4.25(d)), accompanied by
systematic drift across the image field.

Hilbert transform method The Hilbert transform method successfully reconstructs the fiber
surface (Fig. 4.26) but with larger errors compared to direct fit and FDA methods due to higher

8 Rotation is restricted to the x, y plane, assuming correct tip-tilt stage adjustment eliminates other rotational components.
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Figure 4.25: Surface reconstruction of a stripped optical fiber using the direct fit method. (a) 3D surface
reconstruction with a cylinder fit to the surface (red mesh). (b) Surface deviation from the cylinder fit. (c) Cross
sections through the surface reconstruction (blue points) and a projection of the global cylinder fit (orange line).
(d) Deviation between the fitted central fringe peak position and the envelope peak position determined by the
Hilbert transform method.
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Figure 4.26: Surface reconstruction of a stripped optical fiber using the Hilbert transform method. (a) 3D
surface reconstruction with a cylinder fit to the surface (red mesh). (b) Surface deviation from the cylinder fit.
(c) Cross sections through the surface reconstruction (blue points) and a projection of the global cylinder fit

(orange line).
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noise sensitivity. Edge regions, where interferogram contrast is reduced and noise dominates, show
particularly pronounced reconstruction errors (Figs. 4.26(b) and 4.26(c)). Despite substantial noise,
the fitted cylinder radius (60.6 pm) maintains reasonable agreement with the expected value (62.5 jim).
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Figure 4.27: Surface reconstruction of a stripped optical fiber using the FDA method. (a) 3D surface
reconstruction with a cylinder fit to the surface (red mesh). (b) Surface deviation from the cylinder fit. (c) Cross
sections through the surface reconstruction (blue points) and a projection of the global cylinder fit (orange line).
(d) Deviation between the fitted central fringe peak position and the envelope peak position determined by the
Hilbert transform method.

FDA method The FDA method results (Fig. 4.27) exhibit identical characteristics to the direct
fit method, as expected from their theoretical equivalence. The extracted radius of curvature (61.7 pm)
demonstrates excellent agreement with the expected value (62.5 pm).
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Comparative analysis of optical fiber results The direct fit and FDA methods demonstrate
excellent performance on the stripped optical fiber, achieving accurate radius measurements within
manufacturing tolerances. The Hilbert transform method, while suffering from higher noise sensitivity,
still provides reasonable geometric reconstruction despite challenging measurement conditions.

The systematic deviations between fitted/reconstructed central fringe peak positions and Hilbert
transform envelope peak positions (Figs. 4.25(d) and 4.27(d)) mirror observations from the glass
substrate spike analysis and highlight the need for further investigations.

Overall real data assessment Both test samples validate the theoretical performance predic-
tions from simulated data. The direct fit and FDA methods consistently achieve superior accuracy
and precision, while the Hilbert transform method demonstrates increased noise sensitivity. The
systematic phase deviation patterns observed with curved surfaces represent an important area for future
investigation to better understand the suspected noise-to-systematic-error conversion mechanisms in
Hilbert transform-based reconstruction.
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Conclusion and outlook

In summary, this thesis presents the advancements in the design and fabrication of a ferrule-based
slip-on micro-optical assembly for fiber integration. Through a stepwise refinement, the ferrule and
expansion tube geometries were optimized to ensure sufficient axial alignment and to suppress stray
light and parasitic interference. The work shed light on the complexity of establishing an optimal
printing strategy for the lens. Therefore, an efficient, robust optimization workflow for rapid future
progress was developed. A systematic approach was implemented for optimizing lens figure and
mid-spatial-frequency (MSF) waviness, integrating high-throughput surface metrology with automated
root mean square error (RMSE) analysis across large print batches. RMSE was employed as the
principal metric for assessing optical performance. Initial sample series processed using this workflow
exhibited systematic trends in RMSE with changing printing parameters, suggesting consistent
improvements with future iterations. An assembly fabricated using a first iteration of optimized
parameters was characterized, yielding a beam waist of approximately 5.5 nm at a wavelength of
780 nm, close to the target range of 3 to 5 pm and the simulated value of 4.78 pm. The front focal
length was measured at 0.99 mm, in good agreement with both simulation and the target value of
1 mm. However, the beam profile exhibited notable distortions impairing the beam quality, likely
attributable to residual MSF waviness on the lens surface.

Dedicated characterization instruments and processing tools were developed or adapted for this
work, including a high-precision fiber alignment and insertion stage, a beam profiler, and a scanning
white-light interferometer (SWLI). Automation was implemented wherever feasible to maximize
measurement throughput and workflow scalability. For the SWLI in particular, comprehensive
calibration and performance characterization were conducted to secure reproducible measurements
and to quantify instrumental limitations. The accuracy and stability of the developed meterological
tools was shown to be sufficient for first figure and MSF waviness assessments.

Despite the substantial performance gains anticipated from the established workflow and the
numerous remaining avenues for improvement, it remains uncertain whether the present manufacturing
route can ultimately deliver the optical quality required for all intended ultra-cold atom experiments.
A rigorous benchmarking against conventional solutions—such as macroscopic glass optics, fiber
cavity assemblies or microscopic commercially available GRIN-lenses—should therefore accompany
development for each application respectively. If the micro-optical assembly cannot demonstrably
surpass these established technologies, the additional fabrication complexity and process overhead
may not be justified.
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An experiment-ready design and manufacturing strategy has not yet been realized; therefore, a
structured roadmap for future work is outlined. Remaining challenges include:

SWLI refinement for improved measurement fidelity. Because the SWLI-based surface
metrology is central to the lens characterization and optimization workflow, the remaining instrumental
limitations (see Sec. 4.4) should first be mitigated to maximize measurement fidelity.

Lens figure and MSF waviness optimization. After metrology refinement, the print
parameter space should be explored systematically with the established workflow, emphasizing
interaction effects. A renewed evaluation of contour line strategies, in consultation with Nanoscribe,
is recommended given their theoretical potential to improve surface quality significantly.

Validation of RMSE as a performance metric. Once improved surface quality is obtained,
the previously initiated correlation study between M % and RMSE for different print parameters should
be repeated to confirm that RMSE reliably predicts beam quality.

Assessment of alternative fabrication routes or post-processing methods. If surface
quality remains inadequate, a change of print configuration should be considered—particularly a
higher-magnification objective or additionally a resin with reduced proximity effects for enhanced
resolution. Complementary post-processing methods should be evaluated.

Integration trials in an ultracold atom apparatus. After approaching optical performance
targets, integration trials should assess installation procedures, vacuum compatibility, influence of
cold atom proximity, mechanical stability, alignment tolerances under representative conditions, and
fluorescence collection efficiency.
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APPENDIX A

Useful information

A.1 Interferogram comparison

Several factors can degrade recorded interferograms and reduce the signal-to-noise ratio. In this
study, the primary source of degradation is the curvature of the measured surface. Fig. A.1 compares
interferograms obtained from flat and curved surfaces. The interferogram from the flat surface exhibits
higher contrast and more distinct fringesv (Fig. A.1(a)). Both the central fringe peak reconstruction
and the envelope peak recovery method accurately determine the surface position, yielding nearly
identical results. In contrast, the interferogram from the curved surface shows reduced contrast and
suppressed fringes (Fig. A.1(b)). While the central fringe peak reconstruction method continues to
accurately identify the central fringe position, the envelope peak reconstruction method becomes more
susceptible to noise, resulting in surface position estimates that vary between pixels and deviate from
those obtained by the central fringe peak method. Additionally, the interferogram from the curved
surface displays a greater number of fringes. This phenomenon is not yet fully understood, but it is
hypothesized that surface curvature may cause reflections from neighboring pixels to interfere, leading
to the appearance of additional fringes.

Figure A.1: Comparison of interferograms from flat and curved surfaces. The recorded data is shown in blue,
the direct fit in red and the Gaussian fit applied to the Hilbert transform is displayed in green. (a) The flat surface
interferogram shows higher contrast and distinct fringes. Reconstructed surface positions are nearly identical.
(b) In contrast, the curved surface interferogram exhibits reduced contrast. The envelope peak reconstruction
method is more susceptible to noise, leading to varying surface position estimates.
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